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Abstract. Designing systems for the special interests and needs of older user 

has become an important subject. However, necessary usability evaluations are 

time and resource consuming. One way of automation lies in simulating UI use. 

Since substantial sensory and cognitive age-related effects on the human visual 

system have been observed, mechanisms of Visual Attention (VA) are promising 

candidates for simulating GUI interactions specific for older users. This article 

discusses VA mechanisms relevant for simulating age-related effects in GUI in-

teractions. An integration of such mechanisms is discussed on basis of the 

MeMo workbench, a rule-based approach that uses UI interaction simulations 

for uncovering usability problems. In the end, simulation of GUI interactions 

cannot replace human-based usability evaluation, but can provide early feed-

back for GUI designs, reducing time and resource demands for evaluations. In 

that, VA provides an instrumental framework for considering age-related ef-

fects in simulations of GUI interactions by older users. 

Keywords: visual attention, user model, usability simulation, deficit, 

impairment, rule-based, Monte Carlo simulation. 

1 Introduction 

In recent years, designing User Interfaces (UI) for elderly users has attracted increas-

ing interest, not only within the scientific community but also commercially. The UI 

design for this user group poses many challenges. Not only are there numerous age-

related effects that have to be considered for successful UI design, but the group also 

shows far greater diversity in their needs and preferences than younger groups. This 

diversity concerns sensor-motor functions as well as cognitive functions. The group 

of older users consists of the full spectrum of high functioning users who well into 

their seventh decade show no or very few signs of cognitive decline, as well as users 

who very early deteriorate physically and mentally. 

Many studies have shown the aging process to negatively affect sensor-, motor- 

and cognitive functions. For instance, sensor acuity generally decreases as well as 

strength and accuracy in motor functions. And even when cognitive function can be 

maintained, its particulars change: for instance, fluid intelligence (processing speed, 

working memory, etc.) generally decreases while crystalline increases (knowledge, 

verbal fluency, etc.). 
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Age-related effects on visual perception are of special interest when considering 

the usability of Graphical User Interfaces (GUI). Generally, evaluating usability is a 

time and resource consuming process and numerous approaches for automation ex-

ist [1]. While model-based evaluations [2] mitigate the problem of the time and re-

source consuming process of recruiting and conducting user-based evaluations by 

simulations, they, instead, require considerable effort for constructing appropriate 

user, system, and task models. Essential differences between the various approaches 

concern the level of detail of the simulation and, usually depending on that, the effort 

necessary for creating the models. Similarly, the “balance” is affected, i.e. if more 

effort has to be invested e.g. in constructing the user versus the system model. 

MeMo [3] is a workbench for semi-automatically conducting usability evaluations 

by simulations, i.e. model-based UI evaluations. This article describes a model for 

Visual Attention (VA) that is partially implemented in the workbench for simulating 

mechanisms of visual perception. The workbench uses models to simulate users solv-

ing a task by interacting with an UI. Additionally, the workbench supports construct-

ing and configuring the models for the UI, the task, and the user. The goal is to pro-

vide Information Technology (IT) professionals with a tool for usability simulations. 

According to the knowledge that IT professionals usually possess, the workbench 

requires high effort for creating the system model and moderate to low effort for creat-

ing and configuring the task and User Models (UM). Basic configuration of the UM 

can be achieved by specifying attributes (e.g. visual acuity) and requires no expert 

knowledge in cognitive science. 

Tasks are assumed to be governed by an information-exchange pattern between us-

er and system. Within this limitation, the UM is designed as task-independent as pos-

sible in order to allow its application in usability simulations of different UIs with as 

little effort as possible. Successful task completion is specified by conditions, which 

allows simulating different solution paths and errors, also referred to as simulation of 

beginners-, novice-, exploratory behavior or generative approach [2]. 

2 Related work 

Most simulation-based automation tools [1] either require a concrete task solution 

to be specified (expert simulation; e.g. CogTool) or are based on a cognitive architec-

ture (e.g. SOAR, EPIC, ACT-R) [2]. Expert simulations allow investigating efficiency 

(“how fast is the task solved”) and effort (e.g. the learning effort for tasks). In differ-

ence, the focus of MeMo lies on investigating the efficacy (“[how well] could the task 

be solved?”). 

While cognitive architectures enable constructing detailed high-fidelity cognitive 

models that allow rigorous validation against experimental data, their UMs are also 

highly task-dependent. With MeMo, lower cognitive fidelity is traded for a more task-

independent UM within the domain of UI usability evaluation. 

In [4], novice user behavior is modeled by two interacting probabilistic state 

graphs (Markov processes) as models for the view of the (novice) user on the system 

and the (expert) designer’s view. Simulated task errors can occur for mismatching 

states. However, this requires modelers to specify explicitly both state models and the 

corresponding probability matrices. Image Processing Algorithms (IPA) are used to 
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model visual perception and impairments [5]. VA is simulated using IPA by compar-

ing features of potential focus areas to the target stimulus, selecting the most similar. 

There are several semantic approaches for simulating information seeking behavior 

using some form of attention mechanism. Not strictly a VA mechanism, SNIF-ACT 

uses satisficing [2] for determining how to process information patches (web pages), 

i.e. deciding when to continue with the current patch, when to follow a link to a new 

patch, or when to return to a previous patch [6]. Chanceaux and colleagues model the 

reading of text-boxes in a web page using font-size, locality, and an inhibition of re-

turn mechanism [7]. Several approaches simulate web-browsing using methods of 

semantic analysis (e.g. [2, 6, 7]). Some use VA methods for calculating the order in 

which a webpage is evaluated (e.g. [7-10]). Often heuristics for VA are used, reducing 

UM complexity and the need for resource consuming computations (e.g. [7, 11]). 

3 The Simulation Workbench MeMo 

MeMo is a workbench supporting semi-automatic usability evaluations by means of 

simulations [3]. The next paragraphs describe relevant parts for the UM simulation. 

 

System Model. The system model represents the interaction logic of the UI that is 

under inspection. Generally, for each software application, a new system model has to 

be constructed. The basic objects of a system model are UI elements (e.g. buttons, text 

fields) that offer interactions to the simulated user (e.g. left click on a button). The 

process model for the system follows a state machine approach: UI elements form 

system states (nodes), which are connected by transitions (edges). The transitions 

represent interactions that the UM can select in the current UI state (e.g. clicking a 

button). 

UI elements can to be annotated with relevant attribute values (e.g. font size for la-

bels, contrast against the background). The rule-based simulation draws on these 

attributes for calculating probability distributions which the UM uses to select the 

next interaction. 

 

Rule-based Simulation. The simulations follow a Monte Carlo approach by repeat-

edly simulating the UM solving a task using probability distributions for deciding the 

UM’s next actions: for each iteration, a task definition specifies the starting state in 

the UI model as well as termination conditions for successful task completion. Begin-

ning with the starting state, the UM calculates probability distributions for selecting 

an interaction that is available in this UI state. A simulation step comprises three 

phases, perception, information processing, and interaction execution wherein per-

ception and processing may be reiterated several times before an interaction is finally 

selected. The UM selects and executes interactions based on calculated probability 

distributions, causing the system model to change states. This selection process con-

tinues with new UI states until the task’s termination conditions are met or the UM 

“gives up” – e.g. because of a lack of viable interaction options. 

When calculating the distributions, the probabilities are manipulated by rules. 

Rules follow a typical IF-THEN schema of condition and consequence. Notably, 

multiple rules are applied, if their conditions are satisfied. This allows modeling a UM 



Modeling Visual Attention for Rule-based Usability Simulations of Elderly Citizen  75 

by iteratively extending a set of rules until the UM is represented by a large set of 

relatively simple rules. For example, the current rule set comprises about 600 rules, 

derived from literature analysis, experiments, and consulting usability experts [3]. 

The simulation result is a set of task solutions. In difference to a single solution, 

multiple solutions can also reveal unlikely but interesting solutions. Interesting in this 

context means solutions, that are non-optimal or even unsuccessful. The frequency of 

specific solutions can be interpreted as indicator for their importance. Analyzing 

which rules have fired and lead to non-optimal task solutions, can readily provide 

semantic explanations for UM decisions (e.g. rule with condition “if button label X 

has small font size …”) and in consequence offer critique on how to improve the UI. 
  

User Group Model. The UM represents a user group and is exposed in different 

degrees to the workbench user. The workbench GUI allows direct manipulation of a 

set of mostly intuitive UM attributes (e.g. age, visual acuity). A considerable part of 

the UM is comprised of rules, that are defined using a XML Schema Definition (XSD). 

During simulation, the rules inform probability distributions. For this, the rules draw 

on UI features (UI element attributes that represent their perception by the UM) and 

UM attributes. Accordingly, different rule sets define different UMs. 

Lastly, part of the UM is “hard-wired”, implemented as software-modules. For in-

stance, the UM follows the Model Human Processor (MHP) approach [2] where each 

simulation step is comprised of perception, information processing (cognition) and 

interaction execution (motor). The ontological commitment to these three phases is 

implemented in form of software modules. 
 

Task Definition. In task definitions the conditions are specified, that determine when 

a task is successfully completed. Additionally, the starting state is specified, i.e. the 

system state in which the UM starts solving the task. The definition also contains task 

specifics for the UM, mainly task knowledge; the UM employs the specified task 

knowledge in an information-exchange strategy [3] similar to the label following 

approach [2, 4]. 

4 Visual Attention for Usability 

Visual Attention (VA) is an integral aspect of usability evaluations – be it explicitly 

or implicitly. In methods considering VA directly, this helps to answer questions 

about the If, the When, and How Easily users may find task-relevant GUI elements 

(e.g. [6, 12, 13]). Implicitly, VA plays a role when considering properties that concern 

visual saliency, as for example contrast of luminance and color, size, layout, composi-

tion, readability, etc. 

In context of automated usability evaluations, considering VA enables the simula-

tion of various related user behaviors for revealing usability problems. For instance, 

VA allows taking sequence effects concerning GUI displays into account: a UM scan-

ning a GUI selects a sufficiently fitting GUI element (i.e. matching the task goal), 

instead of the optimal element that would appear later in the UM’s scan path. Such 

sequence effects can be caused by misperceptions as for example reading errors, or by 

some misleading (semantic) similarity to the optimal choice. For simulating elderly 

users, such usage errors become especially interesting, since declining sensory func-

tions may increase perception errors. 
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4.1 Visual Attention 

Currently prevalent, space-based theories of visual attention (VA) employ a spot 

light metaphor describing the attention process [2, 14, 15]. Conceptually, at least two 

important components drive VA: a bottom-up, signal-driven process and a top-down, 

cognitive process [16]. Their individual impact on VA is highly variable, depending 

on the visual signal (e.g. if it is a purely random pattern, has some structure, or is even 

meaningful) as well as the context (e.g. which task the viewer is currently pursuing or 

if expectations are involved, induced by prior knowledge). Many of the relatively fast 

bottom-up processes can be approximated as parallel working and pre-attentive [15]. 

Saliency maps are a well-known concept in vision models for determining first and 

successive fixations (i.e. the scan path), derived from saliency values computed for 

the visual scene (e.g. [17]). Biologically inspired, the saliency map architecture is 

based on feature integration theory and has been implemented in several VA models. 

Commonly, these models analyze features of the visual image (e.g. color, direction, 

movement), resulting in separate feature (or conspicuity) maps which then are com-

bined into a conjoint saliency map for the image – some models also explicitly con-

sider top-down influences on saliency (e.g. [14]). 

Most models employ a winner-takes-all strategy for determining the point of first 

fixation, using the most salient region. A scan path is derived by selecting the next 

most salient areas, where previously fixated areas receive reduced saliency in order to 

facilitate focusing new regions (inhibition of return mechanism, e.g. [7, 18]). 

However, the influence of bottom-up processes on visual saliency has been shown 

to be highly dependent on the task pursued, with predictions most accurate for non-

specific viewing of artificially generated displays. For instance, in search tasks, bot-

tom-up saliency can be increasingly overridden by top-down processes or even coun-

teracted [19, 20]. Similarly, meaningful content of an image usually informs top-

down influences on saliency. Generally, bottom-up saliency takes more precedence, if 

the viewer is less familiar with the image content. For instance, [18] describes an 

experiment, where domain specific images were shown to domain experts and non-

experts. Comparing eye movement data with a VA model revealed that non-experts 

were influenced more by bottom-up saliency, whereas experts focused more on se-

mantically relevant regions. In addition, prior knowledge or task demands can prime 

saliency of visual features (e.g. search for red objects) [15] as well as determine pref-

erence to search by specific strategies or concentrating the search on promising image 

areas [18]. 

 

4.2 Visual Attention and Effects of Ageing 

VA is strongly influenced by bottom-up as well as by top-down components. Thus, 

when considering the effects of ageing on VA, the impact on sensory capacities as 

well as on cognitive functions are of interest. In this, memory is not only relevant for 

considering top-down effects on VA, but also for how perceived stimuli are pro-

cessed. For instance, a known strategy for dealing with the restricted processing ca-

pacities is re-coding (chunking) or grouping [21].  
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Physiologically, visual acuity mainly decreases due to changes to the lens [22]. 

Additionally, opacity of the lens increases, decreasing the intensity of light passing 

through and causing reduced contrast perception [23]. Since contrast – i.e. the percep-

tion of differences – allows to structure a scene and to distinguish objects, it can be 

considered the most important bottom-up saliency feature.  

Generally, corrected-to-normal eyesight can be maintained well into the sixth dec-

ade after which visual acuity declines rapidly [22]. In combination with loss of con-

trast sensitivity, visual acuity is disproportionally exacerbated under conditions of low 

luminance (and low contrast) [22]. This may have effects on the readability and dis-

crimination of elements in GUI designs. 

Visual perception in old age is worse than would be expected from sensory decline 

alone, which can be explained by exacerbating neuronal and cognitive age-related 

developments [22-26]. A general explanatory construct for age-related effects is inhi-

bition control, i.e. the ability to resist interference. In the visual context, this shows in 

the form of  a decreased resistance for salient distractors [22, 27], i.e. older users may 

be more easily distracted and misled by visually salient GUI objects that are not task-

relevant. 

With regard to memory, similar developments concerning speed reduction and in-

hibitory control (interference) have been observed [22]. In general, most short-term 

and working memory systems show considerable age-related degradation with the 

exception of verbal memory (i.e. understanding of word meaning) [28]. For GUI 

design, this means that older users may increasingly face problems when the amount 

of steps for solving a task increases – especially when combined with the need to 

memorize information between steps. 

Additionally, age-related effects have been identified for different ways of access-

ing declarative1 memory (i.e. memory for facts): recollection exhibits strong age-

related effects, i.e. the access of memory that is specific with regard to a certain con-

text. Mostly unaffected by age is memory access by familiarity, i.e. the non-specific 

recall of memory (e.g. general knowledge, such as word meaning, without relating it 

to some specific occurrence or context). With regard to GUI design, this suggests that 

older users may have more difficulties to learn the use of GUI elements that function 

and behave substantially different, depending on context. This may also affect percep-

tion and expectations about design and layout regarding consistency. 

In summary, with increasing age, the sensory capacities for vision are negatively 

affected – this is exacerbated by cognitive factors. Affected are visual acuity, contrast, 

and color sensitivity, accompanied by the need for higher light intensities. Cognitive 

processes are slowed and temporal resolution of perception is decreased [22]. In addi-

tion, attention focus is more easily intruded by interfering stimuli, i.e. inhibitory con-

trol is compromised. These age-related effects can have a substantial influence on 

GUI usage and are of special interest when evaluating the usability of GUIs for older 

users. 

 

 

 

                                                           
1  Non-declarative memory (e.g. habitualized strategies) exhibits only minor effects [22]. 
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4.3 Visual Attention Model – Current State of Implementation and Next Steps 

The VA model is applied in the perception phase of a simulation step in the MeMo 

workbench. In essence, a “spot” in the current GUI state is selected and the corre-

sponding GUI elements made available to the UM’s information processing. 2 

During this perception-phase a location-based map of the GUI display for bottom-

up saliency is calculated (see Fig. 1). Saliency values in this map correspond to (per-

ceivable) UI elements and are calculated by a rule-based approach (see sect. 3), using 

features of GUI elements as well as user attributes. 

For example, during the perception phase, a high contrast of a button increases its 

saliency; whereas a rule for considering (age-related) visual acuity problems may 

decrease saliency disproportionally more for UI elements with lower contrast. An 

advantage of the rule-based approach is that it can provide explanations for the for-

mation of saliency values: after the simulation, an analysis of executed rules can help 

identify the reasons for the UM decisions and the course of the UM’s task solution. 

This rule-based approach uses a simplified representation of the GUI (i.e. a model) 

for calculating the visual saliency. This allows simulations even for only roughly 

sketched GUI drafts in early development stages; but it also requires the construction 

of a UI model. According to the development stage, the UI model may at first only 

contain rough layout and type information (e.g. “button in the upper left corner”) and 

in the course of the development process gain more details (e.g. font size of labels, 

contrast of GUI elements). 

                                                           
2  The size of the “spot” area depends on parameters, common in usability evaluations: distance 

to the display, resolution of the display; as parameter for the visual angle (fovea), the EPIC 

default value 2° is used (e.g. 60 cm distance and a 20’’ display with 1600x1200 px [100 ppi] 

would approximately result to a 2x2 cm “spot”). Due to inhibition of return, a selected area 

receives a decreasing saliency reduction in following simulation steps. 

 

Fig. 1. Bottom-up saliency for GUI elements. The contour line renderings implicate two salient 

areas. The implemented saliency model only calculates “interaction objects” (e.g. buttons), by 

using Gaussian functions that consider annotated attributes of GUI elements; this includes 

attributes e.g. for luminance contrast (note that color contrast is currently not included). 
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The next steps for the implementation are to use spatial information to simulate 

grouping effects of neighboring elements (chunking, see sect. 4.2). This also provides 

the prerequisite for simulating memory concerning location sensitive information3. In 

the CODE Theory of Visual Attention (CTVA), Laplace distributions are used for 

modeling proximity effects [9]: nearby elements merge and amplify their saliency in 

order to explain grouping effects (visual chunking). The effort of attentional focus is 

represented as a perception threshold cutting the “height” of Laplace distributions 

(e.g. contour lines in saliency visualizations, see Fig. 2 and Fig. 1): with low thresh-

olds, elements tend to be perceived as a group, whereas high thresholds allow perceiv-

ing individual elements. This provides a basic mechanism for visual grouping by 

proximity. With regard to low-detail-level models (“GUI sketches”), proximity may 

be the only information available for deriving visual groups. With more design infor-

mation available, the grouping mechanism can also consider more features. 

Furthermore, the grouping information will be exploited for simulating limited 

cognitive resources: first, the perception threshold is adapted, in order to allow only a 

limited amount of groups to be inspected at the same time.4 Then, a selected group is 

“zoomed in” and the process is repeated as needed: threshold adaption, group selec-

tion, zooming in. Depending on “saliency contrast” between GUI elements, different 

search strategies may be employed, e.g. selecting the most salient (perceivable) group 

versus systematically scanning groups with similar saliency. This enables simulations 

of usability problems due to sequence effects (see sect. 4). Additionally, this method 

allows estimating cognitive workload in terms of attention and memory demands. 

                                                           
3  E.g. simulating the expectation that a certain GUI element can be found at a specific position 

or in relation of other “nearby” elements. 
4  The amount of perceivable groups may be influenced by memory limitations (see sect. 4.2). 

 

Fig. 2. Alternative layout to Fig. 1. Here, the contour lines suggest differing visual groupings 

for UI elements in the upper image region, depending on different “perception thresholds”. 
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5 Conclusion 

In this article, we considered Visual Attention (VA) and its importance for evaluating 

GUIs. In this regard, age has notable effects on VA mechanisms, e.g. loss of sensory 

acuity, slowing and loss of several cognitive capacities. Accordingly, VA mechanisms 

provide an expedient framework for incorporating age-related effects in usability 

simulations. 

Using the MeMo workbench, we examined a partially implemented model for bot-

tom-up VA mechanisms, focusing on aspects that are relevant for age-related effects. 

In this approach, analyzing the formation of rule-based saliency maps can readily 

provide (semantically relevant) explanations for simulated usability problems. 

In conclusion, it is important to note that we are a long way from simulations that 

can replace human-based usability evaluations. However, they can provide an early 

and cost effective feedback for UI designs while alleviating the need for extensive 

usability and cognitive science knowledge on part of the “conductors”. 
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