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● Monocular Scene Flow (MSF) is an emerging standalone field in 
computer vision

● monocular means that the input is a set of monocular 
views; no different views of the scene corresponding to the 
same time are available

● Existing MSF methods:
● extend the classical optical formulation to estimate 

depths/disparities and 3D motion
● are limited in handling occlusions and make strong 

assumptions either on scene or camera motion

Scene flow is a dense 3D velocity vector field of a moving and possibly 
non-rigidly deforming scene. Scene flow finds applications in robotics, 
UAV's, automotive systems, 4D reconstruction, scientific visualisation 

● A novel analytical framework which allows relationship of MSF and 
NRSfM in the continuous domain
● A solution to MSF recovery – NRSfM-Flow –  based on extensively 
studied NRSfM under orthographic projection
● Two novel preprocessing steps – translation resolution and 
redundancy removal – which broaden the scope of the proposed 
framework
● NRSfM-Flow combines state-of-the-art methods for 
correspondence computation and NRSfM
● Draw attention to model based methods for MSF and a 
differential interpretation of NRSfM
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● To overcome limitations of previous work, we propose a 
framework for MSF estimation based on Non-Rigid Structure from 
Motion (NRSfM) techniques – NRSfM-Flow 
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The main idea: 

NRSfM-Flow equations: relation between NRSfM and MSF in the continuous domain 
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Preprocessing steps in NRSfM-Flow 

( criterion for redundancy removal ) ( translation resolution with KLT feature tracker ) 

Example: barn owl sequence [8] uncompressed (input) and compressed (preprocessed)

frames 1 - 6
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input image sequence preprocessing
multi-frame optical 

flow (MFOF) [5]

redundancy removal translation resolution

non-rigid structure from 
motion (NRSfM) [6]

3D flow fields

recovered scene flow

- MFOF provides dense correspondences and handles occlusions
- NRSfM factorises point tracks into non-rigid shape and camera poses
- scene flow is computed by taking derivative of the non-rigid shape 
w.r.t. time (e.g. with forward-backward differences)
- scene flow allows recovery of geometry between discretisation points

systole (contraction, P-QRS)diastole (refilling, T - U)

Figure 1.Figure 1. Results on the heart and music notes (L. v. Beethoven's 32 Sonata notes bending) 
sequence. NRSfM-Flow allows to better visualize reconstructed geometry and deformations 
which can not be perceived well from a single perspective/angle of view.

Figure 2Figure 2.. Results on the SINTEL [7] shaman2 and bangade2 sequences. Due to an orthographic 
NRSfM, the proposed framework cannot recover relative depths of objects in a complex 
orientation. Taking into account perspective distortions could improve results and is a part of 
future work. NRSfM-Flow will benefit from progress in the area of NRSfM.Poissontextured point clouds
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pictures are taken from [1] (top) 
and [4] (bottom)

The main idea explained in three steps
 (image sequence is taken from [9]) 
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