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Recovery of scene flow (a dense 3D velocity
vector field) of a dynamic scene from monoc-
ular image sequences is an emerging field in
computer vision. Being sensitive to occlusions,
existing Monocular Scene Flow (MSF) meth-
ods are either limited in handling non-rigid de-
formations [5], or make strong assumptions on
scene [2] and camera motion [1]. To over-
come these limitations, we propose a framework
for MSF estimation based on Non-Rigid Struc-
ture from Motion (NRSfM) [4] techniques —
NRSfM-Flow. In the continuous domain, re-
lation between a shape S(p, t), camera motion
R(t) and scene flow Θ(p, t) can be expressed as
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∂R(t)
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To enhance reconstruction accuracy and speedup
computations, two preprocessing steps are pro-
posed — Translation Resolution (TR) and Re-
dundancy Removal (RR). With TR, translation
of the scene is resolved using a sparse point
tracker. Using RR, frames with insufficient di-
versity are dropped according to the criterion∥∥∥∥∫

Ψ̂
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2
≥ ε, (2)

where ΞΞΞ(v, t) is a continuous optical flow func-
tion, v̂ ∈ Ψ̂ ⊂ R2 are 2D points observed at a
reference time τ , and ε is a scalar threshold.
Our approach can handle long image sequences
with non-rigid deformations and self-occlusions,
with no strong assumptions such as a known
camera motion. Performance is demonstrated on
several synthetic and real image sequences (see
Fig. 1 for an example). With this paper we hope,
on the one hand, to draw attention to model-
based approaches for MSF estimation and, on
the other, to highlight importance of the differ-
ential interpretation of the NRSfM problem.

Figure 1: Experimental results on the barn owl sequence [3]:
(a) frame 51; (b) scene flow between frames 51 and 52; (c)
geometry + scene flow; (d) shaded geometry (Poisson) from a
novel viewpoint; (e) optical flow between frames 51 and 52;
(f) projection of the 3D motion field into the image plane.
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