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Abstract. With the increasing capabilities of agents using Artificial In-
telligence, an opportunity opens up to form teamlike collaboration be-
tween humans and artificial agents. This paper describes the setting-up
of a Hybrid Team consisting of humans, robots, virtual characters and
softbots. The team is situated in a flexible industrial production. Once
established, Hybrid Teams can generally accomplish diverse mission sce-
narios. The work presented here focuses on the architecture and the
characteristics of the team members and components. To achieve the
overall team goals, several challenges have to be met to find a balance
between autonomous behaviours of individual agents and coordinated
teamwork. A Hybrid Team can heavily benefit from the heterogeneity
of the team members. Humans have the highest overall intelligence, so
they are always in the center of the process and take over a leading role
if necessary.

1 Introduction

In our everyday life, the role of robots and other agents using Artificial Intelli-
gence (AI) changes rapidly: from purely automated machines and programs up
to companions that make suggestions, advices or assist in physical tasks, e.g. car-
rying heavy weight loads. This process is most obvious in factories where robots
become lightweight and work in close vicinity or even in direct collaboration
with human workers. At the same time, the industrial production methods and
requirements are also changing, demanding more flexible production lines. One
concept to accomplish both — using these new possibilities of Al and meeting
the requirements of Industrie 4.0 [17] of complex and flexible production — is
to establish a new kind of collaboration of humans, robots and virtual agents
as Hybrid Teams. As in all teams, the idea here is to benefit from the differ-
ent characteristics of the individual team members and at the same time make



use of the fact, that team members can substitute each other temporarily in
completing tasks when resources are running low. For purely human teams, this
is completely natural behavior: if a team member drops out, the team tries to
compensate this. However, industrial robots are still highly specialized in their
task, so that a new level of flexibility and universality is required to make a robot
capable to temporarily substitute a human or robotic team member. With this
new robotic skill, the goal of the team can be achieved with higher robustness
and flexibility at the same time.

The work presented in this article is based on results of the project Hy-
brid Social Teams for Long-Term Collaboration in Cyber-physical Environments
(HySociaTea) [40] that targets the setting-up of a Hybrid Team. In the following,
we describe the setup, types of team members and components of this Hybrid
Team, and focus on the central communication architecture that defines how
the team interacts, how tasks are assigned to team members, and which levels of
autonomous actions are possible within the team. In addition, we discuss these
aspects on a more general level.

2 Related Work

Agent-based approaches have already been used for some time in distributed
manufacturing scenarios (for an overview see [22]). Team members in those sce-
narios have diverse capabilities, which need to be represented accordingly in
order to be leveraged. [43] use autonomous agents to represent physical enti-
ties, processes and operations. For coordinating the activities among the agents,
communication among team members is required which in general can be done
using centralized or decentralized approaches. Agent-oriented approaches use ne-
gotiation protocols for resource allocation, e.g. the Contract Net Protocol or its
modified versions, but also distributed market-based paradigms, auction-based
models and cooperative auctions to coordinate agent and, in particular, robot
actions. E.g. [26] propose a market-based multi-robot task allocation algorithm
that produces optimal assignments.

An influential line of research has been initiated by the concept of joint
actions [24], leading to shared plans, where planning and execution in teams
need to be interleaved in order to react to unforeseen circumstances [7], [29].
In the STEAM framework [41], group activities are structured by team-oriented
plans which are decomposed into specific sub-activities that individual robots
can perform. Following that strand of research, [37] focuses on the impact that
noisy perception of actors has on the coordination process and use cooperative
perception techniques to address this problem.

While many approaches consider inter-robot coordination, the problem of
Hybrid Teams, where members have a certain autonomy has received much less
attention so far. A prototype for human-robot teams for specific domains such
as urban disaster management has been proposed and developed by [34]. Never-
theless, the investigation of the challenges and requirements involved in flexible
human-robot teams and their coordination is still an open topic. In our approach,



we focus on how to include human actions and human communication capabil-
ities into the otherwise purely technical infrastructure for the artificial agents.
Instead of using a rigid, machine planning-module, which controls the actions of
each team member, we rely on the human’s planning capabilities and thus keep
him in the center and in control of the production process.

3 Setting and Agents

Hybrid Teams can have many goals depending on the field of application and the
concrete mission at hand. In our vision, the team should organize itself according
to the individual skills of each team member. Principally, the team members are
one of three possible types of agents: Humans play the central role in the team,
since they have the highest overall intelligence® and can thus react extremely
flexible to new situations. If necessary, humans should be able to even reorganize
the team by command (e.g. if the whole mission is in danger). Robots typically
take over tedious or physically demanding tasks or go to hazardous (or even
hostile to life) areas, and the virtual characters (VCs) have the role of assistants
providing a straightforward interface to digitally available information.

A typical setting is a production scenario: The Hybrid Team handles jobs
with batch size one, has to reorganize itself and even handle multiple tasks in
parallel. While the actions of each worker in a standard manufacturing scenario
are often predetermined, i.e. each team member follows a more or less rigorous
plan, new production settings for highly customized products will demand a
flexible behavior of the whole team. Tasks and responsibilities cannot easily be
predetermined and the creativity of the team, especially by the human worker,
plays an important role.

Consider, e.g., a customized packaging scenario [35] A customer brings an
arbitrary item to the workshop in order to get it packaged in a very customized
fashion. This could be, for example, a precious vase that is to be shipped overseas
or a technical prototype of a new device that is to be presented to a potential
investor. In such a scenario, the human will be the only team member to a)
understand the customer’s request and b) to come up with a rough plan on
how to accomplish the request and ¢) to deal with all the problems that might
arise during the endeavor. The remaining team members should assist and, if
possible, they should do so in a helpful, proactive manner, i.e. without being
directly instructed.

In the following the different agents, their characteristics and role in our
realized Hybrid Team are described in short. An overview of the team is given
in Figure 1.

3.1 Augmented Humans

Unlike robots and VCs, which are technological companions, humans need spe-
cialized devices, wearables and interfaces to communicate intuitively with the
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Fig. 1. Members of the Hybrid Team in the project HySociaTea(from top left to bot-
tom right): Aila, the humanoid service robot, Artemis, the logistics robot, Compi the
“helping hand“, Gloria, the virtual character, a worker, wearing a sensor jacket and
eye-tracking glasses, and a technician, wearing Google Glass.

other members of a Hybrid Team and to feed the whole system with informa-
tion. For humans, speech is the most natural way of transmitting information,
so information input and output via speech should be possible on all levels. In
particular, the architecture connecting the team should contain an entity that
decomposes speech acts, feeding planning- or task monitoring components (see
Section 4) with information, so that, e.g., the human can ask for a specific item or
action. In addition, the other team members need an elaborated speech recog-
nition and speech generation system as well to interact with the human in a
natural way.

The whole communication of the human with the team should be realized
using massively multimodal man-machine interfaces, containing a large number
of in- and output channels that use information coming from speech, gestures,
haptic interaction, and facial expressions etc..

The human team member can interact with the system either using parts
of the instrumented environment or via various wearables. The information of
all human related sensors is ideally combined in a fusion module that is thus
capable to produce data about the human that is similar to what the robotic
team members can provide about themselves. Robots can then use this informa-
tion for their own planning of movements or other actions. E.g., if a human is
looking at a specific position, saying "I need this item”, a combined information
from speech, direction of gaze and location of objects in the environment will
result in an understanding of the human intention. In the following we describe
the subsystems that we currently obtain information about the human team
members.



Fig. 2. Left: Indoor localization system used for determining the position of the hu-
man agent; Middle: mBeacon proximity detector; Right: Use-case for mBeacon in the
scenario: the system registers when a worker with a smartwatch interacts with one of
the boxes.

Localization The position of the human can be an essential information for
understanding the current context and tracking activity. To interpret for example
a simple voice command like “Bring me a box” the system has to locate —
amongst other things — the worker, in order to determine the delivery position
of the box. Due to the demanding environment involving both human and robotic
agents, a robust localization is necessary:

For rough position estimation (error below 80cm) of humans, we developed
a localization system based on oscillating magnetic fields (see [31]), relying on
stationary anchor points, which are sequentially generating magnetic fields, and
wearable receiver units, which measure the amplitude of the induced voltage
signals at the human’s position (Figure 2). Each anchor point has a 4 meter
radius range. A magnetic field model can then determine a receiver’s position
based on the measured voltages and the known layout of the anchor points.

Tasks requiring higher accuracies are supported by our mBeacon system
([30]). The region of interest is tagged by magnetic field coils encoding a re-
gion ID in a quasi-static magnetic field, by applying a PWM signal to the coil.
Using typical magnetic field sensors, which are included in most of the smart-
watches or smartphones, we can detect an ID up to a distance of 30-40 cm. The
system is used in this scenario to detect if the worker is interacting with specific
tools or containers (see Figure 2).

Eye Tracking & Object Recognition Using eye-tracking glasses makes it
much easier to determine what part of the scene an augmented human is look-
ing at. Compared to a few years ago, technological advances have resulted in
comfortable, much less intrusive, and lightweight devices, which makes wearing
these glasses for extended periods of time much more realistic.

Along with gaze data, such as focused point and pupil radius, eye tracking
glasses usually feature a world camera which captures the point of view of the
wearer. We stream all provided data along with compressed video to a fusion
module (see Section 3.1) for processing.

One of the unique applications of combining video with gaze is gaze-targeted
object recognition. Since humans are more likely to attend objects rather than
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Fig. 3. (a) Sensor jacket with visualization in the background (b) Stick figure model
of the upper body motion tracking with six segments

-

background [10, 15, 45], using gaze information provided by eye tracking glasses
helps to alleviate confusion caused by clutter by only analyzing a much smaller
part of the image. Furthermore, the gaze information explicitly hints at the
currently most important object in the scene.

Our object recognition system is based on the DeepSentiBank [4] deep con-
volutional neural network. It is implemented using the Caffe framework [11],
which delivers real-time performance via GPU acceleration. To quickly adapt
the network to our scenario, its fc7-layer output is fed to a linear support vec-
tor machine for classification. Initial tests were done on a small data set of 16
household objects with just 3 training images per class, that are bootstrapped
to a total of 18000 samples by random rotation, cropping, noise, and brightness
transformations.

Test precision for this system is 61.7%, which is already close to the best
real-time capable method ORB [32] at 55.3%. Slower methods like SURF [2]
(63.8%) and SIFT/SURF [27] (80.8%) can perform significantly better in this
scenario, but we expect improved precision from the deep network as soon as
more real training data is supplied to the network.

Sensory Jacket A sensory jacket [28] allows to sense the orientation of the
upper torso and head, as well as the motion and position of the upper and lower
arms. In HySociaTea, the worker is equipped with such a sensory jacket, which
includes six motion sensors as depicted in Figure 3a. All motion sensors are 9-axis
inertial motion sensors providing acceleration, gyroscope and magnetic field data
from the trunk, the head and both arms (upper and lower arm separated). Each
motion sensor data is streamed to an Extended Kalman Filter implemented
closely related to Harada et al. [8] and [16]. The state of the filter consists
of a quaternion representing the orientation of each segment in relation to an
earth-centered north aligned global coordinate frame. In contrast to Harada
et al. the measurement models are not implemented according to the proposed
reliability detection but an adaptive measurement noise is applied to the updates
corresponding to the deviations from static acceleration and static magnetic field
measurements. This modeling technique avoids false reliability detections. Each
orientation estimator provides the global orientation of one of the segments.



All segments together define the human skeleton model consisting of the six
mentioned components as depicted in Figure 3b. The update rate of the filters
are 100 Hz and the achievable orientation accuracy under moderate magnetic
field disturbances is in the range of 10 degrees.

Fusion Module Though each of the sensors described previously can deliver
useful information on its own, they only provide their full potential through
sensor fusion where all generated data needs to be combined at one central
hub. Also, wearable sensors need to be small, lightweight, and at low power:
Complex processing should thus take place on an external machine. We realize
this through a fusion module to which all worn sensors can connect through our
communication middleware (see Section 4). From an architectural and semantical
point of view, the fusion module feeds data about the human into the system
that are similar to that of robots (which usually also contain such a module that
combines e.g. the states of motors into information about the current pose of
the robot).

There are several benefits from this: First, we reduce the amount of data that
has to be streamed though the team network. The unprocessed data streams
generated by these sensors would not be useful to other agents in the Hybrid
Team and would unnecessarily take away bandwidth. For instance, the world
camera of the eye tracking glasses generates ~ 84M B/s (1280x 960 pixels, 24H z)
of uncompressed frame data. Later models feature cameras with even higher
frame rates and resolutions. We also reduced transmission delays by connecting
directly to the fusion module. Second, as more efficient algorithms are used and
technology advances, later iterations of the Hybrid Team may apply the module
closer to these sensors, so it will ultimately be a wearable component as well.

At its core the fusion module performs the following steps: (i) Preprocessing:
convert to common data representation, filtering; (ii) Synchronization: compen-
sate for different sampling rates, system times, and delays of sensors; (iii) Fusion:
select best-fitting samples from each stream and perform sensor fusion; (iv) In-
terfacing: convert to compatible types of the team network and publish to outside
world.

A simple example for fusion operation is the combination of location, orien-
tation, and gaze direction to disambiguate the region of interest that the aug-
mented human is currently attending. This can be used to enhance speech in-
teractions. E.g., “Can you bring a box over there?” where other agents are able
to resolve “over there” to the attended area (workbench, shelf, etc.). Further,
combining this approach with object recognition allows determining which agent
was addressed by checking recently attended agents.

3.2 Robots

The robots of Hybrid Teams are not classical industrial robots. Instead, these
are autonomous agents, which are typically mobile and capable of performing
certain manipulation tasks. In the future, these robots will gain higher levels of



autonomy and solve subproblems or tasks on their own. Because they share their
workspace with humans, safety is an important issue which is nowadays typically
addressed by using lightweight systems with low forces. Robots can substitute
or share tasks with virtual characters and humans to a certain degree.

In the Hybrid Team presented here, three robots are integrated (see Fig-
ure 1) The robot COMPI [1] is the only stationary robot in the team. COMPI
can switch between various stages of flexibility or stiffness and acts as a “help-
ing hand” for a human, e.g. holding objects. AILA [23] is a humanoid, mobile
dual-arm robot, which was originally developed to investigate aspects of mobile
manipulation. A robot like AILA is an ideal candidate for a real world commu-
nication partner for humans. ARTEMIS [36] is a rover equipped with a manip-
ulator. In the Hybrid Team, rovers like ARTEMIS can act as logistics robots,
transporting tools, building-material or objects from and to different locations.

Robot Control The robots applied here are developed using BES-LANG [44],
a set of domain-specific languages and tools for describing control systems,
robot abilities and high-level missions for robotic mobile manipulation, based
on ROCK [14], Syskit [12] and Roby [13].

For the mobile robots AILA and ARTEMIS, we have developed the abilities
to generate geometrical and traversability maps from the data perceived from
their laser scanners. The robots can localize themselves on the map and navigate
on it. We provide contextual information on the map by defining distinct regions
(e.g. ”left shelf”) using map coordinates. Navigation trajectories can be planned
using the Anytime D-Star planning algorithm from the SBPL library [25]. A tra-
jectory controller generates 2D motion commands from the planned trajectories,
which are mapped to actual wheel actuation commands by the robot’s motion
controller module.

For grasping objects, we use visual servoing controllers that receive their
visual feedback using the ArUco marker detector [5]. Currently, we use those
labels for both, the objects and the storage locations. Additionally, there are
basic abilities to follow joint or cartesian way-points or relative movements.

By sequencing these abilities more complex tasks are realized. An example is a
bring task composed of a navigation-ability to the location where the desired item
is located, followed by a grasp-ability and then again followed by a navigation-
and a hand-over-ability.

For each robot, we map a set of high level tasks that is implemented in
the robot and prioritize these tasks to reflect the robot’s role within the team.
To ensure determined robot behavior, only one such task can be executed at
once per robot. During task execution feedback is reported to a Blackboard (see
Section 4) indicating the progress of the task.

To provide feedback about the state of the robots to other team members,
we created a bridge that is similar to the fusion module for the human-centric
Sensors.



Collision Detection In a Hybrid Team with (multiple) mobile robots, collision
should be avoided with other robots, with objects, and—most importantly—with
the humans. These concerns have actually been one of the main obstacles for
the wider adaption of human-robot cooperation; current standards and practices
make it nearly impossible to have the two cooperating in the same space, so it
is of paramount importance to address this problem in HySociaTea.

Collision avoidance works in many ways: on the planning level, we can at-
tempt to make sure that the robot plans his trajectory free of collisions. This
breaks down when obstacles appear unexpectedly, and moreover to base a safety
argument on it, one would have to verify the planning algorithm. Thus, we sup-
plement high-level collision avoidance with a low-level collision detection. This is
a module which supervises all movements of the robot, and checks whether the
current movement will lead to a collision. Before this is the case, an emergency
brake is initiated.

The key concept of our collision detection is a safety zone. This is the area of
space which is covered by the robots manipulators at their current trajectories
until breaking to a standstill. Calculating the safety zones efficiently in three
dimensions is a hard problem which has been solved by the KCCD library [42];
it models the trajectories as sphere swept convex hulls (SSCH), which can be
manipulated efficiently.

The library needs reliable sensor input to detect obstacles, which is provided
by laser scanners mounted on the robots. This required an extension to the
KCCD library to check collisions (intersections) of the SSCH with the point
clouds returned from the laser scanners.

The collision detection is integrated into the ROCK framework, and runs
locally on each robot.

3.3 Virtual Character

Virtual Characters (VCs) take over a special role in Hybrid Teams, because they
are not physically present in the real world and so they cannot take-over physical
tasks. Instead, VCs represent purely software-based components and serve as a
more natural interface for humans than pure text output (written text or spoken
text) without such a graphical impression of a human. In addition, they can also
transmit emotions via gestures and facial expressions.

Our VC Gloria (Figure 1 is realized using a commercial VC SDK called Char-
Actor, provided by Charamel”. The CharActor SDK already includes the com-
plete rendering engine, a text-to-speech (TTS) engine including lip-synchronization,
and a large library of facial expressions and motions.

3.4 SoftBots

In contrast to VCs, SoftBots are purely software based modules without physical
or graphical embodiment. These SoftBots typically aggregate data produced by

" http://www.charamel.com
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Fig. 4. Architecture of HySociaTea: Communication is established via our event based
middleware TECS. Robots, virtual characters, SoftBots the Dual Reality module and
the dialog engine each have their individual world model. The Blackboard is a SoftBot
that contains all open tasks.

other team members (e.g. raw sensor data, speech acts) and in turn update
databases or provide meaningful, refined data. There are several SoftBots in our
current system, e.g. to keep track of the location of objects, tools and materials,
or to convert numeric position-coordinates into semantic descriptions.

As an example for a more complex SoftBot, we implemented a module that
collects information about the worker’s requests for building-material, and that
automatically learns, which materials are often used together. The VC uses the
information provided by this SoftBot, to pro-actively ask if the additional ma-
terial is also needed.

4 General Architecture and Communication

A central question when setting up a Hybrid Team is the realization of suit-
able interfaces. Humans usually use speech, gestures and facial expressions to
transfer information. Artificial agents however can use direct data streams to
communicate with the system and other artificial team members.

In our vision, the team is centered around the human worker. He is the one
who uses his creativity, skills and knowledge to determine which tasks have to be
fulfilled in order to reach the main goal. An example for a main goal is the already
mentioned building of a sturdy packaging for a hand-built—and thus unique—vase.
While taking measurements of the vase, the worker could for example dictate



the needed materials into the system. The team, which is then informed about
the needs of the worker, should then autonomously fulfill these needs, if possible.

To deal with these different levels and requirements, we designed and imple-
mented four core modules to realize the communication within a Hybrid Team: a
communication middleware, a blackboard for task management, a dialog engine,
and a dual reality module. The overall architecture with these core modules and
the team members is shown in Figure 4.

The central idea is this: the worker issues commands or his needs using the
dialog engine. The dialog engine creates tasks (e.g. bring(item, toLocation)) and
puts them on the blackboard. Other team members access the blackboard to
identify open tasks, and vouch to execute them, if they are able to fulfill them.
In a nutshell: the blackboard exposes current tasks to the team, the middleware
distributes the information within the team and the dialog planner enables a
human-friendly translation (and access) to the middleware. The dual reality
contains a representation of the scene on-site based on the information that is
distributed via the central middleware. In the following, we describe each of
these modules in more depth.

4.1 Event-based Middleware: TECS

Communication between all team members as well as between all submodules
and potential sensors and actuators of the instrumented environment is estab-
lished via an event-based middleware that has been developed in the project.
TECS is short for Thrift Event-based Communication System. As the name al-
ready implies, it is based on Apache’s cross-language services-framework Thrift®.
TECS uses the Thrift IDL (Interface Definition Language) to describe data-
structures, which can then be translated into data objects of various program-
ming languages (e.g. Java, C#, C++, Python etc.) using the Thrift compiler.
These objects can then be transmitted via the TECS server as event-based
messages. All clients can be addressed via a publish-subscribe mechanism. For
bound connections between clients, TECS also provides remote-procedure-calls
and message-passing mechanisms. Communication partners find each other us-
ing a UDP multicast discovery strategy, which has also been integrated into
TECS. In contrast to other systems that advertise services regularly, the TECS
discovery strategy uses a client-side multicast request, which is answered by
the service provider directly with a unicast description response. Services are
always encoded into URIs, which are combined with service-type-descriptors
and UUIDs to identify appropriate communication partners. For instance, each
TECS server responses with tecs-ps://<ip>:<port> to a client-side request
with service-type-descriptor TECS-SERVER. Since a TECS server can have mul-
tiple IPs and ports in the same scenario, depending on the hardware interfaces,
each unique instance is identified by a 128-bit UUID. Remote-procedure-calls
and message-passing providers can use the same strategy to find appropriate
communication partners.

8 https://thrift.apache.org



The independence from a particular programming language as well as a uni-
fied discovery strategy are very important features for Hybrid Teams, as the
multiple subsystems —that are typically present in real production scenarios—
are usually implemented in various programming languages, and clients can join
and leave the environment regularly, which makes hard-wired connections at
least impractical. We have published TECS under Creative Commons (CC BY-
NC 4.0)? License and it can be downloaded via our website!".

4.2 Task Management: Blackboard

As mentioned above, the blackboard is a viable component of the presented ar-
chitecture of the Hybrid Team. It stores all subtasks that have to be fulfilled in
order to accomplish the main goal. In a strict sense, the blackboard is a (rather
single minded) SoftBot with a very restricted world model: it only cares about
unfinished working tasks. All team members have access to the information on
the blackboard. Artificial agents do this via TECS, as the blackboard broadcasts
all tasks it receives. Humans have access to the blackboard through a graphical
representation. Each team member can decide if they are capable to fulfill the
task and can then commit themselves to it. This is done with a first-come- first-
serve policy, i.e. the fastest team member gets the job. As of now, humans can
commit to a task using speech commands (e.g. “I will do task number eight”),
through a GUI on a tablet or via swipe gestures on Google Glass. In a more
elaborated system this should be done by plan- or action-recognition, i.e. hu-
mans can just start fulfilling a task and the system will automatically assign the
appropriate task to them.

4.3 Dialog Planner

The dialog planner processes speech input of the users and plans dialog acts for
the artificial team members. In the Hybrid Team of the project HySociaTea the
robots and the VC are capable of producing speech output via a Text-To-Speech
(TTS) module. The components for natural language generation and interpreta-
tion themselves are located within the respective artificial team members. The
dialog manager follows the information state/update approach [21], albeit in a
modified form.

The implementation of the information state for the manager is based on
RDF and description logics, which is uniformly used for specification as well
as storage of dialog memory, belief states and user models. The extended func-
tionality of the description logic reasoner HFC' (see below) makes it possible to
equip the collected data with time information, which allows us to use the whole
history of dialogs, user and other data for decision making. The management
engine itself consists of complex reactive rules which are triggered by incoming
data, be it from automatic speech recognition (ASR) or other external sensors

9 https://creativecommons.org/licenses/by-nc/4.0/
10 http://tecs.dfki.de



or information sources, and additionally have access to the complete data and
interaction history. An external probabilistic process helps to resolve alterna-
tive proposals for the next dialog moves, and, together with the uniform data
representation, opens the door for machine learning approaches to improve the
decision making. Although hierarchical state-machines are somehow the “stan-
dard” for dialogue management (aside from pure machine learning approaches
a la Gasic & Young [6]) previous experiences have shown that they badly gen-
eralize to new situations, and are cumbersome when it comes to modularization
and reuse, which is why we have decided to go for a rule-based formalism.

Ontologies In HySociaTea we have developed an ontology that consists of
three sub-ontologies which are brought together via a set of interface axioms,
encoded in OWL [9]. The first ontology is a minimal and stripped-down upper
ontology. Most notable for HySociaTea is a representation which distinguishes
between atomic Situations and decomposable Events. The second ontology repre-
sents knowledge about the HySociaTea domain, basically distinguishing between
Actors and Objects. The domain ontology also defines further XSD datatypes,
such as point or weight. The most sophisticated ontology integrates ideas from
the DIT++ dialogues act hierarchy [3] and from FrameNet [33]. Frames and
dialogue acts are modelled independently from one another, but dialog acts in-
corporates frames through a specific property. Dialogue acts encode the sender,
the addressee, but also the succession of dialogue acts over time. Modelling the
shallow semantic arguments inside the frame frees us from defining repeating
properties on various dialogue acts over and over again. The ontology is used
by the dialogue planner and also employed to encode time-varying data (e.g.,
positional information about tools or packaging material). Through the tran-
sitivity of spatial properties such as contains, natural language communication
involving spatial reference then becomes more natural: instead of saying “Give
me the tape from the box in the upper shelf”, we might simply say “Give me
the tape from the rack”. The temporal representation extends the RDF triple
model by two further arguments to implement a special form of transaction time
[38] in HFC [20]. The ontologies are available as OWL-XML and N-triple files
through the Open Ontology pages.!! The ontology together with instance data
(e.g., information from the dialogue) is hosted by the semantic repository and
inference engine HFC [19].

4.4 Dual Reality

A dual reality component can be useful as a management or remote monitor-
ing tool. It is visualizing information that is sent by the team via the central
middleware. The dual reality also serves as an intuitive introspection in the sys-
tem, visualizing what information is available. Therefore, a coordinator (even
when not being on-site) can see what is going on and eventually influence the

" http://www.dfki.de/1t /onto/hysociatea,/



Fig. 5. The dual reality client: Positions, orientations and postures of actors, as well
as the gaze direction of the human, are visualized with respect to the real world coun-
terparts. The interactive 3D scene allows the dual reality to modify the scene at place,
e.g. by sending movement commands to the robots.

scene. Furthermore, new team members have a direct access to the current and
previous states.

The dual reality applied here is based on FiVES!? (Flexible Virtual Envi-
ronment Server) as server component, and a Web-browser based interactive 3D
visualization, implemented as HTML5 / JavaScript application, using XML3D
[39] as rendering framework. The respective client is shown in Figure 5: Robots
and humans are represented as 3D models. Their position, orientation and pos-
ture of the actors, as well as the gaze direction of the worker (green cone), are
visualized as they currently appear at the real world counterpart.

XML3D provides convenient mechanisms to express a 3D scene in terms of
a assembly of configurable Assets [18], which fits very well to a scenario of inde-
pendent actors in a shared work space. In this case, each actor is represented as
individual Asset, with the data transferred via TECS being the input parameters
for the individual asset configurations (e.g. individual joint values for different
robot actors).

FiVES is a Virtual Environment server that provides real-time communi-
cation to heterogeneous clients. It stores the current world state in a generic
Entity-Component-Attribute format and allows heterogeneous clients to receive
updates to the world states in real-time in a publish- subscribe manner. We
used the plug-in mechanism provided by FiVES to extend the existing server
implementation with a C# TECS client, so we can directly apply events that
are broadcasted in the TECS network, in particular, position updates of human
worker and robots, as well as events that describe changes in joint angles of
robots or the worker. Incoming TECS events are continuously applied to the
local scene representation, so that the virtual counterpart is always consistent
to the actual work site.

12 http://catalogue.fiware.org/enablers/synchronization-fives



The benefit of introducing a server module over attaching the dual reality
client directly to TECS is twofold: First, the data stored in FiVES is always
reflecting the actual state of the work site. This means for actors that join the
dual reality later after numerous changes to the scene happened already, they still
find the correct World state in FiVES, while the individual events are unaware
of their effect on the overall world state. Second, having the data transmitted by
the events converted to the unified Entity-Component-Attribute representation
as used by FiVES allows for simple serialization of the world data into a JSON
(Java Script Object Notation) format which allows immediate application of the
server data to our browser-based 3D visualization.

5 Conclusions

Setting up Hybrid Teams of humans, robots, virtual agents and several softbots
is a powerful strategy to explore new application fields and deal with increasing
demands for flexibility in manufacturing. However, the realization of these teams
still bears a lot of challenges for artificial agents and their collaboration with
humans, since suitable and intuitive interfaces have to be implemented to connect
physical and digital information, and autonomous and flexible robots have to be
perceived as adequate partners in the team.

With the presented work we have established a structural and architectural
basis for Hybrid Teams to start executing missions. Still, recent techniques in
AT contain many more options how the performance of such a team can be
improved, so that this can be seen as a starting point to create teamwork within
the team. A demonstration video of the working Hybrid Team can be seen on
http:/ /hysociatea.dfki.de/?p=441.

Besides research on the technical feasibility of setting-up a Hybrid Team,
another key aspect is the development of (robotic) team-competencies as well
as intelligent multiagent behavior, both of which are also important aspects
in purely human teams. The technical systems developed in HySociaTea are
mainly meant to be used as assistance systems for humans working in production
plants; the robots should therefore be perceived as partners in the overall working
process. On the long run, the team organization, as developed and examined
here, can be used in different real-world scenarios, e.g. in modularized production
facilities in the factory of the future, as rescue teams in emergency situations,
or to realize the necessary division of labor between humans and machines for
the safe deconstruction of nuclear power plants.
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