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Abstract. This paper describes a framework for semi-automatic knowl-
edge extraction for case-based diagnosis in the aircraft domain. The avail-
able data on historical problems and their solutions contain structured
and unstructured data. To transform these data into knowledge for CBR
systems, methods and algorithms from natural language processing and
case-based reasoning are required. Our framework integrates different al-
gorithms and methods to transform the available data into knowledge for
vocabulary, similarity measures, and cases. We describe the idea of the
framework as well as the different tasks for knowledge analysis, extrac-
tion, and transformation. In addition, we give an overview of the current
implementation, our evaluation in the application context, and future
work.

1 Introduction

The amount of experience knowledge is huge in many companies. They store his-
torical data about projects, incidents, occurred problems and their solutions, and
mauch other information. All this can be used to gather experience to solve future
problems. Because the aircraft domain is a technical domain, much information
is clearly structured like attribute-value pairs, taxonomies, and ontologies. But
there also exists information in form of free text written by cabin crew mem-
bers, pilots, or maintenance technicians. Examples of free text are the cabin and
pilot logbook, customer service reports, and maintenance reports. To use this
information in the context of a case-based reasoning (CBR) system, they have
to be analyzed and transformed into useful knowledge for vocabulary, similarity
measures, and cases. While the structured information can be transformed with
little to moderate effort, sometimes it can even be used without transformation,
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the unstructured information in free texts can only be analyzed and transformed
with high effort from a knowledge engineer. To support a knowledge engineer
at this task, we developed a framework that combines several methods from
natural language processing (NLP) and CBR to automate the transformation
process. The framework is called FEATURE-TAK, a Framework for Extraction,
Analysis, and Transformation of UnstructuREd Textual Aircraft Knowledge.
While parts of the framework are not new to the research community, other
parts were developed or improved in-house to bridge the gap to an automated
knowledge transformation directly usable in CBR systems. In addition, the com-
bination of the NLP and CBR tasks as well as the underlying methodology and
the benefit for knowledge transformation for CBR systems is a new approach
and will help to reduce the creation and maintenance effort of CBR systems. In
the following section we describe the project context in which the use case of the
framework occurred and several basics. Section 3 contains related work about
the topic, while Section 4 gives an overview of the framework and detailed infor-
mation about the individual NLP and CBR tasks. We also describe our current
implementation status and evaluation in Section 4.4. At the end we summarize
our paper and give an outlook on future work.

2 OMAHA project

The OMAHA project is supported by the Federal Ministry of Economy and
Technology in the context of the fifth civilian aeronautics research program [9].
The high-level goal of the OMAHA project is to develop an integrated over-
all architecture for health management of civilian aircraft. The project covers
several topics like diagnosis and prognosis of flight control systems, innovative
maintenance concepts and effective methods of data processing and transmis-
sion. A special challenge of the OMAHA project is to outreach the aircraft and
its subsystems and integrating systems and processes in the ground segment
like manufacturers, maintenance facilities, and service partners. Several enter-
prises and academic and industrial research institutes take part in the OMAHA
project: the aircraft manufacturer Airbus (Airbus Operations, Airbus Defense
& Space, Airbus Group Innovations), the system and equipment manufactur-
ers Diehl Aerospace and Nord-Micro, the aviation software solutions provider
Linova and IT service provider Lufthansa Systems as well as the German Re-
search Center for Artificial Intelligence and the German Center for Aviation
and Space. In addition, several universities are included as subcontractors. The
OMAHA project has several different sub-projects. Our work focuses on a sub-
project to develop a cross-system integrated system health monitoring (ISHM).
The main goal is to improve the existing diagnostic approach with a multi-agent
system (MAS) with several case-based agents to integrate experience into the
diagnostic process and provide more precise diagnoses and maintenance sug-
gestions. In this context we have to acquire cases from historical data, which
contains a high number of free texts. Therefore, the development of an approach
to analyze and transform this free text is required.



2.1 SEASALT

The SEASALT (Shared Experience using an Agent-based System Architecture
Layout) architecture is a domain-independent architecture for extracting, ana-
lyzing, sharing, and providing experiences [6]. The architecture is based on the
Collaborative Multi-Expert-System approach [3][4] and combines several soft-
ware engineering and artificial intelligence technologies to identify relevant in-
formation, process the experience and provide them via an user interface. The
knowledge modularization allows the compilation of comprehensive solutions and
offers the ability of reusing partial case information in form of snippets. Figure
1 gives an overview over the SEASALT architecture.

Fig. 1. Overview of the SEASALT architecture

The SEASALT architecture consists of five components: the knowledge sources,
the knowledge formalization, the knowledge provision, the knowledge represen-
tation, and the individualized knowledge. The knowledge sources component
is responsible for extracting knowledge from external knowledge sources like
databases or web pages and especially Web 2.0 platforms, like forums and social
media platforms. These knowledge sources are analyzed by so-called Collector
Agents, which are assigned to specific Topic Agents. The Collector Agents collect
all contributions that are relevant for the respective Topic Agent’s topic. The
knowledge formalization component is responsible for formalizing the extracted



knowledge from the Collector Agents into a modular, structural representation.
This formalization is done by a knowledge engineer with the help of a so-called
Apprentice Agent. This agent is trained by the knowledge engineer and can
reduce the workload for the knowledge engineer. The knowledge provision com-
ponent contains the so called Knowledge Line. The basic idea is a modularization
of knowledge analogous to the modularization of software in product lines. The
modularization is done among the individual topics that are represented within
the knowledge domain. In this component a Coordination Agent is responsible
for dividing a given query into several sub queries and pass them to the ac-
cording Topic Agent. The agent combines the individual solutions to an overall
solution, which is presented to the user. The Topic Agents can be any kind of
information system or service. If a Topic Agent has a CBR system as a knowl-
edge source, the SEASALT architecture provides a so-called Case Factory for
the individual case maintenance. Several Case Factories are supervised by a so-
called Case Factory Organization to coordinate the maintenance of the overall
multi-agent system. The knowledge representation component contains the un-
derlying knowledge models of the different agents and knowledge sources. The
synchronization and matching of the individualized knowledge models improves
the knowledge maintenance and the interoperability between the components.
The individualized knowledge component contains the web-based user interfaces
to enter a query and present the solution to the user [6][5][19].

2.2 Application domain

The aircraft domain is a highly complex technical domain. An aircraft consists
of hundreds of components, which consists of dozens of systems, which contains
dozens of individual parts, called Line Replacement Units (LRU). These systems
and LRUs are interacting with and rely on each other. Therefore, it is not easy
to identify the root cause of an occurred fault, because the root cause can either
be found within a single LRU, or within the interaction of several components
of a system, or even within the interaction of LRUs of different systems. Finding
cross-system root causes is a very difficult and resource expensive task. The
existing diagnosis system onboard an aircraft can track root causes based on
causal rules defined for the LRUs. These rules are not always unambiguous,
because the diagnosis approach is effect-driven. Based on a comprehensible effect
(visible, audible, or smellable) in the cockpit or the cabin, the diagnosis system
tries to determine the system behavior that belongs to the effect and traces the
root cause through the defined rules. The use of CBR for the diagnosis can help
to clear ambiguous diagnosis situations with the help of experience knowledge
from successfully solved problems, especially with cross-system root causes.

3 Related Work

Many systems with textual knowledge use the textual CBR approach, like [24],
[21], and [11]. The data sources available for our project are mainly structured



data, therefore we choose a structural CBR approach. But the most important
information about an occurred fault can be found in fault descriptions and log-
book entries, which are free text. We decided to use a hybrid approach with
the combination of structural CBR and NLP techniques to integrate all avail-
able information. There also exist several frameworks and toolkits for natural
language processing like Stanford CoreNLP[17], Apache Lucene[18], GATE[12],
and SProUT[13]. All these frameworks provide several algorithms and meth-
ods for NLP tasks, but do not link them directly to be used for CBR systems.
Several methods from these frameworks are used by our framework, too. But
we also combine them with techniques from association rule mining, case-based
reasoning, and techniques developed in-house to have a direct use for knowl-
edge modeling in CBR systems. There is extensive research pertaining to ad-
justment of feature weights in the past years and it is still an important topic.
Wettschereck and Aha compared different feature weighting methods and devel-
oped five dimensions to describe these methods: Model, weight space, represen-
tation, generality and knowledge.[26] According to their work, our approach uses
a wrapper model to optimize the feature weights iteratively during the training
phases. The weight space is continuous, because the features of our problem
vary in their relevance for different diagnoses. Our knowledge representation is
a structural case structure with attribute-value pairs and this given structure is
used for feature weighting. We are using case specific weights to set the weights
for each diagnosis individually. This way we are able gain more precise results
during the retrieval. Our approach for feature weighting is knowledge intensive,
because we are using domain-specific knowledge to differentiate between indi-
vidual diagnoses and setting case specific weights. An approach that addresses
the same problem as our approach is presented by Sizov, Ozturk and Styrak[22].
They analyze free text documents from aircraft incidents to identify reasoning
knowledge that can be used to generate cases from these text documents. While
we are using a structural approach with attribute-value pairs and try to clas-
sify and map the identified relevant knowledge to attributes, the approach from
Sizov and his colleagues uses a so-called text reasoning graph to represent their
cases. The approach uses the same NLP techniques like the Standford CoreNLP
Pipeline as our approach to analyze and preprocess the text documents. While
we are using Association Rule Mining algorithms like Apriori and FP-Grwoth
to identify associations between collocations and keywords, their approach uses
pattern recognition to identify causal relations.

4 FEATURE-TAK

This section describes FEATURE-TAK, an agent-based Framework for Extraction,
Analysis, and Transformation of UnstructeREd Textual Aircraft Knowledge.
We will describe the idea, the agent-based architecture and the individual tasks
of the framework. We will support the description with a running example.



4.1 Problem description and framework idea

Airbus databases contain a lot of data about historical maintenance problems
and their solutions. These data sets are currently used for maintenance support
in various situations. To use this information within our case-based diagnosis
system, they have to be analyzed to find relevant pieces of information to be
transformed into knowledge for CBR systems. The data sets from Airbus contain
different data structures. Technical information can mostly be found in attribute-
value pairs, while logbook entries, maintenance , and feedback are stored in
form of free text articles. Based on a first data analysis, we choose a structural
approach for our CBR systems. Information like fault codes, aircraft type and
model, ATA (Air Transport Association) chapter and fault emitter are important
information and can easily be used within a structural approach. Over time the
main use case changed within the OMAHA project and the new data to be
transformed has free text components. Therefore, we have to use the structured
information as well as the free text. To transform the relevant information in the
free texts into useful knowledge for our structural CBR system, we had to adapt
and combine techniques from NLP and CBR. The idea is to develop a framework
to combine several techniques and automatize the knowledge transformation.
This framework could be used for knowledge acquisition and maintenance for
CBR system in the development phase or for existing CBR systems.

4.2 Framework architecture

The framework consists of five components: data layer, agent layer, CBR layer,
NLP layer and interface layer. The data layer is responsible for storing the raw
data and the processed data for each task. In addition, domain specific informa-
tion like abbreviations and technical phrases are stored in this layer to be acces-
sible for the other components. The agent layer contains several software agents.
For every task an individual agent is responsible. All task agents communicate
with a central supervising agent. This supervising agent coordinates the work-
flow. For visualization and communication purposes for the user, this layer also
contains an interface agent. For each task an agent is spawned when starting the
framework, but during the workflow additional agents can be spawned to support
the initial agents with huge data sets. The NLP layer contains algorithms and
methods like part of speech tagging, lemmatization, abbreviation replacement
and association rule mining. These algorithms are used by the agents to execute
their assigned tasks. The algorithms could either be third party libraries or own
implementations. The fourth layer is the CBR layer and is responsible for the
communication with a CBR tool like myCBR or jColibri. It contains methods to
add keywords to the vocabulary, extend similarity measures and generate cases
from the input data sets. The last layer contains the graphical user interface of
the framework. This user interface can be used to configure the workflow, select
input data, and start the workflow. In addition, the user interface presents the
results of each task to the user and shows the status of the software agents.



4.3 Framework tasks

In this section we will describe the eight tasks of the framework in more detail.
These tasks and their interaction are defined based on the existing input data
and the required data structure for our CBR systems. Based on our initial idea
and the experience from the input data analysis, we had to regroup the tasks and
their substeps. As input for the workflow a data set with free text components,
for example a CSV file, or a pure free text document is possible. In addition
to the data sets, a file with mapping information, an abbreviations file, and
files with domain specific white and black lists are used. The data sets are first
transformed into an internal representation of our case structure based on the
information in the mapping file. It is not required to have information for every
attribute in the data set or to use all information in the data set. The complete
case structure for our use case consists of 72 attributes with different data types
and value ranges and the mapping process adapts dynamically to the input
information. The complete workflow with all tasks and possible parallelization
is show in Figure 2. In the following, the individual tasks will be described. As
an example to illustrate the tasks, a free text problem description will be used:

– ’One hour before departure, cabin crew informed maint that the FAP was
frozen.’

Fig. 2. Workflow task and possible parallelization



Collocation extraction The first task is the identification and extraction of
phrases from the free text components of the input data. The idea is to find re-
curring combinations of words based on standard english grammar and domain-
specific terms. For the phrases an acceptable length between 2 and 6 words is
chosen. This length is based on manual analysis of free texts and domain-specific
phrases. There are no domain-specific phrases with more than 6 words and the
correct identification of phrases with more than 6 words only reaches 30 percent
and generates not much additional benefit. This task has three substeps: part
of speech tagging, multi-word abbreviation identification, and phrase extraction.
First, the free text is tagged to identify nouns, verbs, and adjectives. The next
step is to identify multi-word abbreviations, because the longform of these ab-
breviations counts as phrases, too. The last step is to identify phrases based on
the tagging information and the word position in a sentence. This task was set as
the initial task, because for a successful phrase identification the whole free text
is required. The result of this tasks is a modified free text, reduced by multi-word
abbreviations and found phrases. For our example, the identified phrases are

– ’One hour’, ’cabin crew’, and ’flight attendant panel’.

Keyword extraction The second task is the extraction of keywords from the
remaining text and consists also of three substeps: stopword elimination, lemma-
tization, and single-word abbreviation replacement. As input for this task, the
modified text from task one is used. The stopword elimination is based on com-
mon english and a white list with words that should not be eliminated. The sec-
ond substep identifies abbreviations in the remaining words and replaces them
with their longform. For all words the lemmata are determined. We replaced
the former stemming algorithm with a lemmatization algorithm, because the
lemmatization algorithm is considering the context of a word in a sentence and
therefore produces better results. The result of the complete task is a list of
keywords, reduced to their base form. According to our example, the extracted
keywords are

– ’before’, ’departure’, ’inform’, ’maintenance’, and ’freeze’.

Synonyms and hypernyms The third task is responsible for identifying syn-
onyms and hypernyms for the extracted keywords and phrases. Therefore, the
input for this task is a list of phrases from the first task and list of keywords from
the second task. For every keyword the synonyms are identified, based on com-
mon english and domain-specific terms. One challenge in this task, is to consider
the context and word sense of a keyword to identify the right synonyms. There-
fore, we are using the part of speech information and a blacklist of words, that
should not be used as synonyms. The second step is to identify the hypernyms
for all keywords. There are two goals for this task. The first goal is to enrich
the vocabulary of our CBR systems and the second goal is to use the synonyms
and hypernyms to enhance our similarity measures by extending or generating



taxonomies. The result of this task is a list of keywords and their synonyms and
hypernyms. In our example, the result could be as follows:

– before: earlier, once
– departure: exit, movement, withdrawal
– inform: describe, make known
– maintenance: support, administration
– freeze: stop, paralyze, stuck, immobilize
– flight attendant panel: monitor, display

Vocabulary extension This task consists of adding the extracted keywords,
phrases, synonyms, and hypernyms to the vocabulary of the CBR systems. The
first step is to remove duplicate words and phrases to avoid redundant knowledge.
The second step is to check the list of keywords against the list of phrases to
identify keywords which occur as phrases. We want to slow down the growth of
the vocabulary and therefore we identify keywords that are only occur as part
of a collocation. These keywords are not added to the vocabulary. If a keyword
occurs without the context of a collocation, it will be added.

Similarity measures When describing faults there are terms that are easily
predictable and their similarity can be modeled by experts. However, when con-
fronted with a large amount of manually inserted text from many sources it is
virtually impossible to predict every concept that may appear, and how it stands
in relation to other concepts. Therefore, this task is responsible for setting initial
similarity values for newly discovered concepts and extends existing similarity
measures. The first substep is to set similarity values between the newly added
keywords and phrases and their synonyms. Therefore, the existing similarity
matrices are extended and a symmetric similarity is proposed. The value itself
could be configured, but we assume an initial similarity for synonyms of 0.8,
based on the assumption that the similarity measures can take values from the
[0;1] interval. The second step is to use the keywords, phrases, and hypernyms to
extend or generate taxonomy similarity measures. The hypernyms serve as inner
nodes, while the keywords and the synonyms are the leaf nodes. Keywords and
their synonyms are sibling nodes if they have the same hypernym. This second
step provides the possibility to model or extend similarity measures based on
the layers of a taxonomy and therefore less similarity values have to be set. For
values of keywords and phrases that could not be assigned to a taxonomy, no
initial similarity value could be set, than 0. To overcome this hurdle, we employ
social network analysis (SNA) methods to supplement the similarity between
each two values of a given attribute. SNA is based on graph theory and utilizes
the structure of the data and the relationships between the different items to
reach conclusions about it, and has been used previously to measure the similar-
ity of objects [2][15]. It is useful for our purposes since besides the structure of
the data, which is readily available, no additional information is required. Our
data consist of attribute-value pairs, representing different concepts of a fault.



We want to compute the similarity degree between the different values, for in-
stance between two systems. In order to do so, we see our data as a weighted
bipartite graph. On the left side are all the values of a given attribute, and on
the right side the case diagnoses. Nodes A and B are then connected if a value
represented by A appeared in a case that received the diagnosis represented by
B. To eliminate multi-edges, edge weights represent the number of connections
between each node pair. Since we are only interested in the similarity of nodes of
type value, we perform weighted one-mode projection (WOMP)[16] on the left
side of the graph. The resulting edge weights of the WOMP are the similarity
degree between the nodes, and between the values they represent.

Association rule mining This task is used to analyze the keywords and
phrases and find associations between the occurrence of these words within a
data set as well as across data sets. Using association rule mining algorithms
like the Apriori[1] or the FP-Growth[10] algorithm, we try to identify reoccur-
ring associations to determine completion rules for our CBR systems to enrich
the query. An association between keywords or phrases exists, when the com-
bined occurrence exceeds a given threshold. For example, a combination between
two keywords that occurs in more than 80 % of all analyzed documents, may be
used as a completion rule with an appropriate certainty factor. To generate only
completion rules with a high significance, a larger number of data sets have to be
mined. Therefore, a minimum number of data sets has to be defined. Based on
manual analysis of data sets in collaboration with aircraft experts, we assume a
minimum of 10000 datasets and a confidence of 90 % will generate rules with the
desired significance in the aircraft domain. In the aircraft domain many causal
dependencies between systems, status, context and functions exist. Association
rule mining can help identify this dependencies in an automated way to avoid
the high effort from manually analyzing the data sets.

Clustering and case generation This task is responsible for generating a
case from each input data set and storing it in a case base. To avoid a large case
base with hundreds of thousands of cases, we cluster the incoming cases and
distribute them to several smaller case bases. Generating an abstract case for
each case base, a given query can be compared to the abstract cases and this way
a preselection of the required case bases is possible. The first substep uses the
mapping document to map the content of the document to a given case structure.
The data from the documents are transformed into values for given attributes. In
collaboration with experts from Airbus and Lufthansa we identified the aircraft
type and the ATA chapter as the two most discriminating features of the cases.
Therefore, the clustering algorithm uses these features to distribute the cases on
the different case bases. For each aircraft type (A320, A330, A340, etc.) a set of
case bases will be created and each set will be separated by the ATA chapter.
The ATA chapter is a number with four or six digits and is used to identify a
component of an aircraft. The cases are discriminated by the first two digits of



the ATA chapter, which identify the component, while the other digits are used
to specify a system of the component.

Sensitivity analysis In this task the feature weights for the problem descrip-
tion of the given case structure are determined. Not all attributes are equal. In
retrieval tasks some attributes are more important to determine which objects
are relevant, but how do we identify these attributes, and what is their degree of
importance? Can some attributes be detrimental to retrieval? To answer these
questions we used sensitivity analysis, and developed a method to calculate a
relevance matrix of attributes. In our data each case has a diagnosis, and a
diagnosis set consists of all the cases with the given diagnosis. While some at-
tributes may be important to determine whether or not a case belongs to set
A, other attributes might be more important for set B. This is why we have a
relevance matrix, and not a vector. Our method is based on work done by [20]
and [25], and includes three phases: 1. the static phase, where all attributes have
the same weight for all diagnosis sets, and is used as a baseline to measure the
contribution of the next two phases, 2. the initial phase, which includes a sta-
tistical analysis of the data set, and functions as the starting point of the next
phase, 3. the training phase, where the values are optimized. The idea behind
the training phase is that in a retrieval task there are two reasons for a false
positive: first, the weights of attributes with a similar value are too high, and
second, the weights of attributes with dissimilar values are too low. Much like
the training phase of artificial neural networks, the contribution of each attribute
to the error is calculated and propagated back through the weights, updating
them accordingly. Within the OMAHA project, the analysis will be performed
offline and the resulting relevance matrix will be embedded within the retrieval
task. A more detailed description of the sensitivity analysis can be found in [23].

4.4 Current implementation

This section describes the current implementation status of our framework.
FEATURE-TAK is an agent-based framework that uses the scalability of multi-
agent systems and parallelization possibilities. In addition, an agent-based frame-
work could easily be integrated into the multi-agent system for case-based di-
agnosis developed within the OMAHA project. For the implementation of the
agents the JADE framework [8] was used. Currently, seven agents are imple-
mented: supervising agent, gui agent, collocation agent, keyword agent, syn-
onym agent, vocabulary agent and cluster agent. The supervising agent is the
central coordinator of the framework and routes the communication between
the other agents. The gui agent controls the user interface of the framework. He
receives the input data and sends the information to the supervising agent. He
also presents the interim results to the user and shows the status of the work-
flow. The collocation agent uses the Stanford CoreNLP library[17], a suite of
NLP tools for part-of-speech tagging and collocation extraction. The keyword
agent uses Apache Lucene[18] and the Stanford CoreNLP library for stopword



elimination and lemmatization. The abbreviation replacement of both agents
is an own implementation based on domain-specific abbreviations from Air-
bus and Lufthansa. For the synonym identification the synonym agent is using
WordNet[14] and its databases of common english synonyms and hypernyms.
The results of the first three tasks are passed to the vocabulary agent. This
agent uses the myCBR[7] API to access the knowledge model of the CBR sys-
tems. The last implemented agent is the cluster agent, which generates the cases
from the data sets and distributes them to the different case bases. The cluster-
ing algorithm is an own implementation and the myCBR API is used to pass
the generated cases to the correct case base. The functionality for similarity as-
sessments, association rule mining and sensitivity analysis are implemented, but
not integrated into the framework yet. Different import mechanisms are imple-
mented to process data from CSV files and text files like word documents or PDF
files. Because of the different content and data structures of the documents, the
data is processed differently for each document type. CSV files and result sets
are processed row-wise, while text documents are processed in the whole. The
mapping file is written in XML format and contains information about which
column in a CSV file or result set should be mapped to which attribute in the
case structure. For text documents the mapping is far more difficult and not
completely implemented yet.

4.5 Evaluation

The current implementation of the framework was tested with a CSV file con-
taining 300 real world data sets. On these data sets five tasks were computed:
collocation extraction, keyword extraction, synonym search, vocabulary exten-
sion, and case generation and clustering. The following results were generated:

– Collocation extraction: 2465 phrases extracted, 2028 distinct phrases
– Keyword extraction: 8687 keywords extracted, 1464 distinct keywords
– Synonym search: 21285 synonyms identified, 3483 distinct synonyms
– Vocabulary extension: 4621 concepts added to the vocabulary
– Case generation and clustering: 300 cases distributed over 8 case bases

The results of the workflow were evaluated by experts from Airbus Opera-
tions GmbH and Lufthansa Industry Solutions. The extracted collocations and
keywords were compared against the original fault description, while the syn-
onyms were checked for adequate word sense. The added concepts were checked
to identify duplicates or false entries. The following graphic illustrates the eval-
uation results.

While we have good results for the collocation and keyword extraction, we
have poor results for the synonyms identification. The reason is that our word
sense disambiguation is just based on black and white lists and therefore our
synonym task identifies a great number of synonyms with inappropriate word
sense. Therefore, the word sense disambiguation has to be improved with state
of the art approaches. In addition, we conducted a performance evaluation of the



Fig. 3. Evaluation results

implemented tasks. Therefore, we run the workflow with different sized CSV files:
10, 20, 100, 150, and 300 data sets. Figure 4shows the results. The y axis contains
the time in seconds and the x axis the number of data sets. With an increasing
number of data sets, the computation time appeared to grow exponentially.
We identified the myCBR tool as the main cause for this performance problem
during the task of the vocabulary extension.

Fig. 4. Workflow performance

5 Summary and Outlook

In this paper we describe the concept and implementation of our framework
FEATURE-TAK. The framework was developed to transform textual informa-
tion in the aircraft domain into knowledge to be used by structural CBR systems.
We give an overview of the framework architecture and describe the individual
tasks in more detail. In addition, we describe the status of our current imple-
mentation. The newly improved version is still in an evaluation process and will



be tested with a larger data set based on historical problem data from Airbus.
We will test the framework with input data of more than 65.000 single data sets.
Based on the evaluation results we will improve the framework methods. A spe-
cific challenge is the word sense disambiguation. We will address this challenge
using pattern recognition and neural networks. In addition, we will integrate
the remaining functionality into the framework and connect it with the corre-
sponding agents. After the complete implementation of the framework, it will
be integrated into the diagnosis system to provide the frameworks functionality
for knowledge modeling and maintenance purposes. In addition to improvement
on the semantic level, we also will improve the performance and scalability of
the framework to support the computation of large data sets. For further de-
velopment we plan to modularize and generalize the tasks and substeps to get
a framework with domain-independent and domain-specific components, that
could be configured for the use in different domains. We also want to support
an interface for different additional NLP or CBR methods and tools, to pro-
vide the user with a greater variety on analysis, extraction and transformation
possibilities.
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