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Abstract. RGB-D cameras like the Microsoft Kinect had a huge impact
on recent research in Computer Vision as well as Robotics. With the
release of the Kinect v2 a new promising device is available, which will
— most probably — be used in many future research. In this paper, we
present a systematic comparison of the Kinect vl and Kinect v2. We
investigate the accuracy and precision of the devices for their usage in
the context of 3D reconstruction, SLAM or visual odometry. For each
device we rigorously figure out and quantify influencing factors on the
depth images like temperature, the distance of the camera or the scene
color. Furthermore, we demonstrate errors like flying pizels and multipath
interference. Our insights build the basis for incorporating or modeling
the errors of the devices in follow-up algorithms for diverse applications.

1 Introduction

Since a couple of years RGB-D cameras have a huge impact on the research
in the Computer Vision community as well as on related fields like Robotics
and Image Processing. These cameras provide dense depth estimations together
with color images at a high frame rate. This considerably pushed forward several
research fields such as: 3D reconstruction [1,2], camera localization and map-
ping (SLAM) [3,4], gesture and object recognition [5,6], bilateral filtering [7,
8], and many more. Recently, several algorithms have been developed using the
Microsoft Kinect v1, since it is one of the most common RGB-D devices. With
the release of the Microsoft Kinect v2 a new promising device is available, which
uses a new Time-of-Flight (ToF) camera and will — most probably — be the basis
for the development and evaluation in many future research.

Our contribution in this paper is a rigorous evaluation and comparison of
the depth images of Kinect vl and Kinect v2. We concentrate on the depth
images of the two devices, since they are the core input for many algorithms.
The gained results on accuracy and precision can be incorporated or modeled
in numerous follow-up algorithms [9]. This includes especially RGB-D 3D recon-
struction, SLAM or visual odometry, since their accuracy is directly related to
the inaccuracies and noise in the used depth images. We analyze in this paper the
influence of temperature, camera distance and scene color on the depth values
of both devices. Furthermore, we analyze errors like flying pizels and multipath
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Fig. 1. We present our systematic comparison and evaluation of the Microsoft Kinect
vl and Kinect v2. More precisely, we investigate the accuracy and precision of the
captured depth images.

interference. We hope to provide a fruitful basis for future research and devel-
opment with the devices. We also summarize and illustrate all our results in the
supplementary video.

Because of its recent release, only little work has been published on the Kinect
v2 [10]. The precision of the depth images of the single sensors (Kinect v1 or
Kinect v2) was already assessed in some publications [10-13] by analyzing the
noise properties addressing special applications. Other publications comparing
the two devices target towards special application fields of the Kinect like motion
tracking [14], face tracking [15] or multimedia [16]. We compare the two sensor in
identical environments and in identical experiments in order to draw repeatable
conclusions on precision and accuracy of the captured depth images. To the best
of our knowledge the accuracy in terms of a metrically correct depth estimation
was not assessed so far. State-of-the-art papers measure the distance from the
camera case to a seen object with a tape [10] or a laser [11]. But, depth is
defined from the camera center to an object, which is hard to measure with their
approaches. In our approach we determine ground truth depth estimation for
planar surfaces with a checkerboard. This delivers accurate results and enables
easy repetition for other researcher using their own Kinect sensors or even other
cameras. OQur experiments enable us to directly compare the results for the two
devices.

2 Preliminaries

We evaluate and characterize in this paper the Microsoft Kinect vl and Kinect
v2, which are RGB-D cameras consisting of one depth and one color camera. The
depth image records in each pixel the distance from the camera to a seen object.
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Fig. 2. Captured depth images of the same scene for the Kinect vl and Kinect v2.

| Kinect v1 H Kinect v2
Resolution Frame Rate|| Resolution Frame Rate
[Pixel x Pixel] [Hz] [Pixel x Pixel] [Hz]
color 640 x 480 30 1920 x 1080 30
depth 640 x 480 30 512 x 424 30
infrared| 640 x 480 30 512 x 424 30

Table 1. Resolution and frame rate of the images captured by a Microsoft Kinect v1
and Kinect v2.

The Kinect vl measures the depth with the Pattern Projection principle, where
a known infrared pattern is projected into the scene and out of its distortion
the depth is computed. The Kinect v2 contains a Time-of-Flight (ToF) camera
and determines the depth by measuring the time emitted light takes from the
camera to the object and back. Therefore, it constantly emits infrared light with
modulated waves and detects the shifted phase of the returning light [17,18]. In
the following, we refer to both cameras (Pattern Projection and ToF) as depth
camera. We recorded all images in the raw output conditions using the OpenNI
driver [19] for Kinect v1 and the unofficial libfreenect2 driver [20] for Kinect
v2. This means we recorded the images with the resolutions and frame rates of
Table 1. We performed all recordings in an air-conditioned room with constant
temperature and without direct sunlight illumination to assure reliable results.

3 Evaluation

In this section, we analyze and describe the properties of Kinect v1 and Kinect
v2 depth images. The goal is to investigate the accuracy and precision of the
two devices, because this information is required for algorithms like 3D recon-
struction, SLAM or visual odometry. Accuracy is defined as the difference/offset
of a measured depth value compared to the ground truth distance. Precision is
defined as the repeatability of subsequent depth measurements under unchanged
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Fig. 3. Evaluation of depth values over time, while the camera heats up and captures
a flat wall. For the Kinect v1 (top) the depth values are slightly deceasing but almost
constant over time. For the Kinect v2 (bottom) the depth values strongly correlate to
the device temperature. The red line depicts the ground truth distance.

conditions. The two definitions are also illustrated in Figure 1b. For determining
the accuracy we need to know the ground truth depth. Therefore, we estimate the
pose of planar surfaces relative to the camera center and compute the ground
truth depth from that relation. Other than state-of-the-art papers [10,11] we
generate the ground truth precisely with the help of a 12 x 10 checkerboard as
visible in Figure 1b. The corners of the board can be easily detected in the cap-
tured infrared images within subpixel precision [21]. Since the dimensions of the
checkerboard are known, we can apply the PnP algorithm [22] to estimate the
relative pose of the board. With this information we can describe the wall as a
plane and compute a ground truth depth value for each pixel individually. While
capturing depth images for the evaluation, the checkerboard was not visible in
the scene to avoid its influence (cp. Section 3.3).

Since the images of both cameras exhibit a relative high level of noise, we
want to be robust against it and on the other hand describe it. Therefore, we
always capture a set of 300 depth images — unless otherwise mentioned — while
the camera stands on a stable tripod. For the evaluation of absolute depth values
we use the mean depth of the image set in each pixel. The standard deviation is
computed based on the deviation in an image set.

3.1 Influence of Temperature

First, we investigate the influence of temperature on the captured depth images.
Especially the Time-of-Flight (ToF) camera — or more precisely the infrared
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Fig. 4. Evaluation of the per-pixel error in depth images in 0.7m, 1.4m and 2.1m
distance for (a) Kinect vl and (b) Kinect v2.

emitter — is getting warm while capturing. Therefore, the Kinect v2 has an
integrated fan with a non-influenceable control. Nevertheless, the temperature
of the device varies. We mounted cold and recently unused Kinect v1 and Kinect
v2 on a stable tripod facing a flat white wall. Then we captured all depth images
for a period of one hour and analyzed them. The results of processing these
108,000 images are depicted in Figure 3 showing the mean measured distance
and the mean standard deviation over time for both cameras.

The Kinect v1 shows a weak correlation to the temperature. While capturing
the measured depth values are decreasing for less than 2 mm. The standard
deviation is on an almost constant level of 0.8 mm. In contrast, for the Kinect
v2 the distance measurements exhibit a strong correlation to the temperature.
In the first 16 min the distance increases constantly for around 20 mm. Then,
the fan starts to rotate leading to a distance decrease for 4 min of around 3
mm. Afterwards, the distance increases again in a converging manner of around
3 mm. The standard deviation correlates only weakly to the temperature. It
slightly increases until the fan starts to rotate and stays on an almost constant
level afterwards. Concluding, we recommend to run the Kinect v2 for at least
25 min before capturing in order to avoid temperature influences. Kinect v1 can
already be used after a short warm-up and constant depth values are delivered.
The measured distances will be compared to the ground truth distance in Section
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Fig. 5. Comparison of the captured depth with the ground truth distance for Kinect
vl (top) and Kinect v2 (bottom). (a) While the Kinect v2 has a (almost constant)
offset of -18 mm, the Kinect v1 has an exponentially increasing offset of up to 40mm
in the analyzed distances. (b) The standard deviation is exponentially increasing for
both cameras. Please not the different scales on the y-axis.

3.2 in order to draw conclusions on the absolute accuracy and precision. For the
remaining experiments of this paper we let both cameras warm up for at least
one hour.

3.2 Influence of Camera Distance

In this section, we investigate the influence of the camera distance to the scene.
Therefore, we again capture a flat wall in several distances with a warm Kinect
v1 and Kinect v2 standing on a stable tripod.

The left column of images in Figure 4a and 4b show the offset of depth pixels
to the ground truth for three different distances. For the Kinect v1 we detected
a stripe pattern in the depth images. The number of stripes increases with the
distance to the wall. The stripes lead to an irregular and difficult to model offset
in the depth images. In addition, pixels in the image corners have a huge offset.
For the Kinect v2 we detected a variable per-pixel offset, which mainly depends
on the distance of the pixel to the image center. The corner pixels have a much
higher offset than the inner. The reason for it is the infrared light cone, which
does not illuminate the scene homogeneously. The infrared light cone and the
offset pattern coincide.

Furthermore, we detected for both cameras a mean offset as more detailed
in Figure 5a. In this figure only the central pixels are considered, since outer
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Fig. 6. Evaluation of the influence of the scene color on the depth values. Whereas
Kinect v1 (top) is not influenced by the color, the Kinect v2 (bottom) is affected in
terms of (a) offset and (b) standard deviation. As a reference (c) shows the infrared
and color image captured by Kinect v2.

pixels are too unreliable. We define the central pixels as a circle with a radius
of 300 pixels around the camera center. For the Kinect v1 we detected an expo-
nentially increasing offset for increasing distances. While the offset for 0.5m is
below 10mm, the offset increases more than 40mm for 1.8m distance. In contrast,
Kinect v2 we detected a offset of on average -18 mm. This means the measured
depth values of the Kinect v2 are too deep respectively long. The slight variation
is negligible compared to other influence factors.

Next we have a look on the standard deviation, which is shown in the right
column of Figure 4a and 4b. For Kinect vl the standard deviation contains
again the stripe pattern and increases with the distance. In contrast, for Kinect
v2 the standard deviation in the central pixels is almost constant and increases
considerably for the outer pixels. As shown in Figure 5b the standard deviation
correlates to the distance for both cameras. However, the standard deviation is
lower for Kinect v1 than for Kinect v2 in given distances. Summarized, the pre-
cision and accuracy of Kinect v1 decreases with increasing distances. In contrast,
the accuracy of Kinect v2 is almost constant over different distances, whereas
the precision is also decreasing. Another property, which is visible best in the
supplementary video, is the noise behavior. The Kinect v2 incorporates a per-
pixel noise, meaning that in case of imprecise measurements the depth values of
neighboring pixels strongly differ. The Kinect vl shows in contrast a per-patch
noise, meaning that neighboring pixels have similar values and errors.
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(a) Kinect v1 (b) Kinect v2

Fig. 7. To show the flying pizel effect we recorded two boards lying upon each other.
The erroneous pixels in between for the Kinect v2 are flying pizel. The effect is even
more noticeable in our supplementary video.

3.3 Influence of Object Color

In this section, we evaluate how the color of a scene influences the depth estima-
tion of the two devices. Therefore, we capture a planar x-rite ColorChecker [23]
with 24 different colors in around one meter distance. Figure 6 shows the offset
from the ground truth and the standard deviation of the depth images for both
cameras. It can be clearly seen that the depth estimation of Kinect v2 depends
on the scene color, whereas Kinect v1 does not. Dark colors have an up to 10
mm higher depth value than lighter colors for Kinect v2. The scene color has an
even more obvious influence on the standard deviation of the depth values (see
Figure 6b). The black surface has a standard deviation of up to 4 mm, whereas
light colors have a deviation of around 1 mm. By trend, for scene parts with
less reflective colors it is less reliable to estimate the depth with the Kinect v2.
Thus, for the evaluation of depth offsets and variations it is required to use only
colors with similar reflectivity.

3.4 Flying Pixel

In this section, we analyze the so-called flying pizel; a well-known artifact for
Time-of-Flight (ToF) cameras [24], since all ToF cameras suffer from this prob-
lem. Flying pizels are erroneous depth estimates which occur close to depth
discontinuities as visible in Figure 7b and also on the image boundaries. In this
experiment we placed two boards upon each other with a distance of around
200 mm. We captured the scene with a Kinect vl and a Kinect v2 perpendic-
ular to the boards. Although there should be no geometry in between, there
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Fig. 8. We captured two perpendicular walls in order to analyze the multipath interfer-
ence effect. For Kinect v1 (top) this effect is not visible; only the usual noise is visible
(cp. Fig. 4). In contrast, for Kinect v2 (bottom) on each wall a clear bulge with up to
19 mm deviation is visible, caused by reflected light of the other wall.

are several 3D points captured with Kinect v2. The effect is also noticeable in
Figure 1 and even more in our supplementary video. In contrast, Kinect v1 does
not contain any flying pixels, which makes it much more precise close to depth
discontinuities.

3.5 Multipath Interference

In this section we analyze the so-called multipath interference effect. Since rays
of light are being sent out from the cameras, light can reflect off surfaces in
numerous ways and a particular pixel may receive light originally sent out for
other pixels as well [25]. This appears often in concave geometries, even without
highly reflective surfaces. Both cameras might be affected by this interference,
since both cameras send out light in order to measure the depth. To analyze
this effect we captured images of two perpendicular walls leading to the results
of Figure 8, where we considered only central pixels in order to eliminate other
effects. In Figure 8c we compare the depth values with the reference values. For
Kinect v1 this effect is not visible at all. Only the usual noise is visible that
we already investigated in Section 3.2. In contrast, for Kinect v2 on both walls
a clear bulge is visible with up to 19 mm deviation. This effect is even more
noticeable in our supplementary video. The standard deviation of both cameras
is negligibly influenced by this artifact as shown in Fig. 8b. For Kinect v2 we
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detected a huge offset in the intersection of the two walls, which is caused by
smoothing algorithms inside the camera hardware that can not be influenced.
Kinect v1 does not show this smoothing effect and captures a sharp edge.

4 Conclusion

In this paper, we systemically evaluated and analyzed the two versions of Mi-
crosoft Kinect. We concentrated on the depth images, since they are the core
input for algorithms like 3D reconstruction, SLAM or visual odometry. The goal
was to investigate the accuracy and precision of the depth images of both devices
in order to give suggestions for research in follow-up algorithms.

First of all we figured out a strong correlation of depth accuracy and temper-
ature for the Kinect v2, resulting in the recommendation to pre-heat the device
for at least 25 min in order to achieve reliable results. The Kinect v1 captures
reliable images already after a few initial images. With our precise ground truth
generation using a checkerboard we are able to proof the accuracy and precision
of the captured depth images in different distances. While the accuracy decreases
exponentially with increasing distance for Kinect v1, Kinect v2 has a constant
accuracy in form of an offset of -18 mm. This is a very important fact for the
above mentioned applications, since a constant offset can be easily modeled. In
addition, Kinect v1 incorporates the stripe pattern in the depth images, which
is difficult to compensate. For Kinect v2 all central pixels show a similar accu-
racy; only the image corners deviate. On the other hand, the precision of the
depth images is higher for Kinect v1. This holds for flat surfaces, but especially
for depth discontinuities, where flying pizels occur for Kinect v2. In follow-up
algorithms these imprecisions must be modeled or compensated. The respective
literature presents several approaches for that such as bilateral filtering [7, 8] or
fusion of subsequent depth images [2, 26]. Furthermore, the depth estimation of
Kinect v2 is influenced by the scene color, whereas Kinect v1 is unaffected. This
has to be considered in bilateral filtering approaches, since they rely on coin-
ciding color and depth changes [7,8]. In contrast to Kinect v1, Kinect v2 depth
images are influenced by the multipath interference effect, meaning that concave
geometry is captured with bulges. The respective literature proposes approaches
to compensate for this effect [25].

Summarized, we recommend to use Kinect v2 in the context of 3D recon-
struction, SLAM or visual odometry. Kinect v2 has the higher accuracy, which
is difficult to enhance in an algorithmic way. However, due to the lower precision
we recommend to apply many pre-processings on the depth images before using
them. This includes compensations of random noise, flying pizels and multipath
interference. These pre-processings are not necessary (in that extend) for Kinect
v1, which makes it suitable for fast prototypes. The results of our evaluation can
be used to incorporate or model the errors of the respective device in follow-up
algorithms. We hope to provide a fruitful basis that considerably pushes forward
further research with the devices.
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