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ABSTRACT

The Time-of-Flight (ToF) sensor has been envisioned as a
candidate of next generation sensors for intelligent vehicles.
One of the problems in automotive environment is that the
sensor outputs wrong values if exhaust gas exists in the scene.
In this paper, we provide two new contributions to the signal
processing aspects of the ToF sensor for automotive use. First,
we present the sensor characteristics and models for exhaust
gas to cope with them. Second, we develop a depth enhance-
ment algorithm to reject the influence of exhaust gas from
multiple images. Experimental results demonstrate the effec-
tiveness of the depth enhancement algorithm for both static
data (including ground truth) and on-vehicle data acquired by
the sensor mounted on a car.

Index Terms— Time-of-Flight sensor, exhaust gas, depth
enhancement, Gaussian Mixture Models, image processing

1. INTRODUCTION

In recent years, the Time-of-Flight (ToF) sensor has been re-
ceiving greater attention as being one of prospective sensors
for future intelligent vehicles. In order to mount the sensor
on a vehicle, it must be small due to limited available space.
However, there is generally a trade-off between depth accu-
racy of the sensor and its size. High accuracy is yielded by
high power illumination that the sensor needs huge cooling
devices to emit [1–3].

One solution for this problem is to enhance the ratio
by using sequential depth images from the point of view of
image-processing. In this field, the various existing methods
are widely known as the solutions of the depth enhance-
ment problem [4–10]. The solutions can be subdivided
into two categories: reconstruction with voxel space like
KinectFusion [4] and accumulation in image space [5–7, 10].
Wasenmüller et al. [6] propose an image fusion algorithm
using per-pixel median to reduce the random noise. Cui et
al.’s approach [5] finds optimal surfaces by a combination
of ToF super-resolution approach [7] with a ToF-specific
probabilistic method. From several experimental results, the
effectiveness for indoor scenes has been reported [11, 12].
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(a) Problem

(b) Target scene (c) Input

(d) KinectFusion [4] (e) Proposed

Fig. 1. Automotive scene including exhaust gas: (a) ToF sen-
sor problem for gas (b) a reference image from a RGB cam-
era; (c) an example of input depth images from the Kinect v2
sensor; (d,e) are created by each method for 100 depth im-
ages.

However, while these algorithms consider artifacts in in-
door scenes [5, 13], they do not consider influences in au-
tomotive environments like rain, snow and exhaust gas. In
this paper, we focus on exhaust gas. Figure 1(c) and supple-
mental video represent exhaust gas influences. Figure 1(d)
shows a result of KinectFusion [4] as one of the state-of-
the-art algorithms. The algorithm outputs some wrong depth
values, which orange pixels of Fig. 1(d) represent 0.5-1m
from the sensor, despite the fact that there are no objects.
This error is caused by accumulating incorrect depth values



due to the measurement error that exhaust gas is recognized
as objects by reflecting the irradiation light from the sensor
as shown in Fig. 1(a). In addition, the voxel-based method
suffers from the limitation of the voxel volume as shown in
Fig. 1(d). Therefore, we follow image-based methods. Al-
though several state-of-the-art algorithms use joint bilateral
filter [14, 15], they are not suited to remove exhaust gas.

In this paper, we propose a novel depth image processing
algorithm to reject the influence of exhaust gas by using char-
acteristics of ToF sensor outputs. On the basis of the analysis
for exhaust gas and other rigid objects, we present a model
based on Gaussian Mixture Models (GMM) [16] to cope with
the sensor characteristics and the solution based on Expecta-
tion Maximization (EM) algorithm [17].

2. PROPOSED METHOD

2.1. Basic idea based on analysis of sensor output

According to the principle of the sensor, it outputs two im-
ages at the same time without any optical axis alignment, an
infrared intensity image and a depth image [1, 2]. We present
their relationship and distributions to integrate the character-
istics into our reconstruction algorithm. Figure 2 shows two
experimental results to clarify the behavior of the ToF sensor.
In these experiments, we use the Kinect v2 sensor [18].

The first experiment data consists of depth and infrared
images with the same conditions while changing only the dis-
tance between the sensor and a target from 0.5m to 6.5m in
0.5m steps. The data has 500 images for each distance. As
illustrated in Fig. 2(a), the depth accuracy is inversely propor-
tional to the intensity and has a slight offset. Therefore, we
extend an equation of the depth deviation in [1] to

∆L(u) = α ·
√

B(u) + I(u)

I(u)
+ β, (1)

where α is a constant value including sensor modulation
frequencies, B(u) is a term for background light and other
noises, I(u) is an intensity at a pixel u = (x, y), β is an offset
value (α = 11, B(u) = 30000, β = 1 in all experiments).

The second experiment data consists of 30 datasets that
each dataset has 100 depth and infrared images to clarify the
depth distribution in the scene including exhaust gas. For each
dataset, we calculate the histogram of time-direction at the
same points of a target object. As illustrated in Fig. 2(c,d),
since the distribution without exhaust gas follows a normal
distribution, we can enhance the depth accuracy by calculat-
ing a mean value for multiple images. On the other hand, the
distribution with exhaust gas does not follow a normal distri-
bution because of the fluctuation of the gas. Therefore, we can
reject influences of exhaust gas by focusing attention on the
distribution and detecting exhaust gas. In order to cope with
these distributions simultaneously by one model, we utilize
Gaussian Mixture Models:
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Fig. 2. Analysis of the sensor output

GMM =

K∑
k=1

πkN (x\µk,Σk), (2)

where N (x\µk,Σk) is a normal distribution with a mean µk,
a variance Σk. πk is a mixture weight at a k-th distribution.
Since GMM is the sum of normal distributions, we can distin-
guish exhaust gas by considering the adaptability to the model
and can accumulate depth information simultaneously.

Our goal is to estimate accurate depth information from
multiple depth images acquired with automotive movement.
Therefore, the proposed method is composed of two pro-
cesses; the alignment process and the accumulation process,
like the state-of-the-art algorithms [5, 6]. In the alignment
process, we use the relationship between the intensity and
depth accuracy to perform precise registration. In the accu-
mulation process, exhaust gas is rejected by considering the
relationship and the depth distribution. Algorithm 1 summa-
rizes the proposed method.

2.2. Alignment considering infrared intensity

In order to align between input depth images to compensate
position aberrations by car movement, we use Iterative Clos-
est Point (ICP) [19]. For the accurate alignment, we introduce
a simple and effective pre-filter for input sources. Since the
relationship between the infrared intensity and the depth accu-
racy is presented by Eq. (1), we define the pre-filter extended
voxel grid as used in [8] :

Vs(q) =

{
0 if min(Iq(v)) < δ
centroid else

, (3)



where Vs(q) is a voxel value of q-th, s is scale factor of voxel,
Iq(v) is values of I(v) and v represents 2D points correspond-
ing to 3D points within a voxel q. This pre-filter leads to high
accurate alignment by ignoring points with large dispersion
of depth values due to high-dynamic ranges of depth accu-
racy caused by materials composed of various reflectivity and
different ambient light in outdoor scene [20, 21]. Although
this is a simple algorithm, it achieves comparable results to
an conventional algorithm. Moreover, it can be applied to any
state-of-the-art registration algorithms without any changes
because of the pretreatment for input sources.

2.3. Accumulation by Gaussian Mixture Models

We can classify sensor outputs for time-direction at a pixel
into three cases,

(i) reflection from a solid object
(ii) reflection from a solid object and gas

(iii) reflection from gas.
In the case (i), we can calculate the mean value for each pixel
in order to enhance the depth accuracy because of the char-
acteristic that the outputs follow a normal distribution. In
the case (ii), the proposed method performs to distinguish the
solid object and gas simultaneously, and to estimate the mean
value only for the solid object. In the case (iii), we can reject
the pixel by performing distribution analysis.

The proposed method is composed of two steps. First,
Equation (1) is used to distinguish the cases (i) and (ii)(iii)
since a distribution included gas does not follow the equation
as shown in Fig. 2(b). Second, Equation (2) is integrated into
the process to cope with the cases (ii) and (iii). Therefore, the
final depth map R(·) is

R(u) =

{
µ̄ if |σ̄ −∆L(u)| < ϵ
G(u) else

, (4)

where µ̄, σ̄ is the mean and the standard deviation for input
depth values, ϵ is a scholar value (ϵ = 10), G(u) presents the
case (ii)(iii) and is calculated on the basis of the estimation of
GMM. The estimation is performed by calculating following
equations alternatively,
E step:

γ(znk) =
πkN (xn\µk,Σk)∑K
j=1 πjN (xn\µj ,Σj)

ln p(X\π, µ,Σ) =

N∑
n=1

ln

K∑
k=1

πkN (xn\µk,Σk) (5)

M step:

µnew
k =

1

Nk

N∑
n=1

γ(znk)xn

Σnew
k =

1

Nk

N∑
n=1

γ(znk)(xn − µnew
k )(xn − µnew

k )T

πnew
k =

Nk

N
, (6)

Algorithm 1 Depth processing for an automotive scene
for each infrared image Ii and depth image Di, i ∈ N do

Vsi ⇐ Ii, Di

Ij←i, Dj←i ⇐ ICP (Vsi, Vsj )
end for
For pre-processing, we apply median filter [22]
for each pixel set up, p ∈ the number of pixels do

if |σ̄ −∆L(up)| < ϵ then
R(u) ⇐ µ̄ · · · · · · · · · · · · · · · · · · (case (i))

else if ln p(X\π, µ,Σ) < ζ then
R(u) ⇐ 0 · · · · · · · · · · · · · · · · · · (case (iii))

else if arg max
k∈K

µk ∩ Fk < ϵ then

R(u) ⇐ µk · · · · · · · · · · · · · · · · · · (case (ii))
end if

end for

where γ(znk) is the membership weight of depth value xn

in cluster k, Nk =
∑N

n=1 γ(znk), N is the number of input
depth values, K is the number of normal distributions. Since
our goal of this estimation is to separate the cases (ii)(iii) and
to estimate the correct value in the case (ii), K = 2 is used.
The log-likelihood function of Eq. (5) depends on whether
the estimated model fits to the data. In this case, the value
of the function generated from sources in the case (ii) is rel-
atively higher than the case (iii), since a distribution of depth
values for a solid object follows a normal distribution while a
distribution for gas does not follow a normal distribution. In
order to estimate the correct value in the case (ii), we calculate
differences between the estimated standard deviation and Eq.
(1). By using the membership weight γ(znk) > 0.8, depth
values can be allocated to either class k. Physically, when the
sensor records both gas and a solid object, gas is close to the
sensor against a solid object. Therefore, G(·) is

G(u) =


0 if ln p(X\π, µ,Σ) < ζ
µk else arg max

k∈K
µk ∩ Fk < ϵ

Fk =
∣∣∣√Σk −∆Lk(u)

∣∣∣ , (7)

where ζ is a scholar value (ζ = 10), ∆Lk(u) represents
∆L(u) corresponding to k-th class.

3. EXPERIMENTAL RESULTS

We evaluate performances of the alignment process and the
accumulation process individually in order to obtain mean-
ingful results. Moreover, we present the supplemental video
for real on-vehicle data.
Alignment evaluation: We make use of a public dataset,
CoRBS [23], which provides the combination of real depth
and infrared intensity data from Kinect v2 sensor [18] with
a ground truth trajectory of the camera and a ground truth
3D model of the scene. We compare our proposed method
against voxel grid as used in [8]. ICP [19] is used as the align-



(a) Target scene

(b) Ground truth (c) Wasenmüller et al. [6]

(d) Cui et al. [5] (e) KinectFusion [4]

(f) Case map (g) Ours

Fig. 3. Accumulation results for 100 images included exhaust
gas. Although the region of (b) is limited due to the limitation
of the measuring environment, the region includes influences
of exhaust gas. (f) is the case map of our method, where white
pixels are the case (i), red pixels are the case (ii), blue pixels
represent the case (iii) or points that the sensor does not pro-
vide enough information to estimate the distribution.

ment method. Table 1 shows the results, where the evaluation
metric is the root mean squared error (RMSE) of translational
components. The proposed filter demonstrates good perfor-
mance compared to voxel grid, where especially the RMSE
is reduced with the increase of δ.
Accumulation evaluation: Our dataset is composed of
Kinect v2 sensor depth and infrared images and ground

ICP w/ ICP w/ Ours (δ = δ́ × 104)
Voxel Grid δ́ = 1 δ́ = 1.5 δ́ = 2

E1(s=0.5) 0.185 0.168 0.149 0.125
E1(s=0.1) 0.173 0.172 0.153 0.131
D1(s=0.5) 0.136 0.104 0.076 0.074
D1(s=0.1) 0.127 0.097 0.077 0.073
H1(s=0.5) 0.177 0.123 0.104 0.070
H1(s=0.1) 0.132 0.098 0.096 0.087

Table 1. RMSE for CoRBS dataset [23]. For each object,
we randomly select 10 dataset that consists of sequential 50
images. The center image is selected as the target.
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Fig. 4. RMSE for the number of frames.

truth by a precise 3D scanner using structured light [24].
The scene is a parking area with assuming automotive park-
ing scenario. The sensor is fixed at the same pose to isolate
this accumulation evaluation from the alignment effect. We
compare our proposed accumulation against state-of-the-art
algorithms [4–6]. As shown in Fig. 4, our algorithm essen-
tially reduces RMSE compared to other methods. Figure 3
visualizes that the comparative methods is not able to accu-
mulate the several parts correctly. Focusing on the center of
the images, Fig. 3(c) and 3(d) shows the black pixels that
the value is zero. In Fig. 3(e), some pixels of the region
output wrong depth values which are closer than the actual
depth. These errors are caused by the high dynamic range of
the depth values due to exhaust gas. On the other hand, our
method is able to accumulate those parts correctly.

4. CONCLUSIONS

In this paper, we consider the depth enhancement problem
in automotive scene with exhaust gas. We present a novel
approach integrated with the characteristics of the ToF sen-
sor, focusing on the relationship between infrared images and
depth images and on the depth distribution. Experimental re-
sults show that the proposed method provides precise depth
information for automotive scenes compared to state-of-the-
art algorithms. Our future work will extend this framework
for other automotive problems such as rain, snow and more
complex environment including multiple moving objects.
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