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ABSTRACT
k-Means is a versatile clustering algorithm widely-used in prac-
tice. To cluster large data sets, state-of-the-art implementations use
GPUs to shorten the data to knowledge time. These implementations
commonly assign points on a GPU and update centroids on a CPU.

We show that this approach has two main drawbacks. First, it
separates the two algorithm phases over different processors, which
requires an expensive data exchange between devices. Second, even
when both phases are computed on the GPU, the same data are read
twice per iteration, leading to inefficient use of memory bandwidth.

In this paper, we describe a new approach that executes k-means
in a single data pass per iteration. We propose a new algorithm to
updates centroids that allows us to perform both phases efficiently on
GPUs. Thereby, we remove data transfers within each iteration. We
fuse both phases to eliminate artificial synchronization barriers, and
thus compute k-means in a single data pass. Overall, we achieve up
to 20× higher throughput compared to the state-of-the-art approach.
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1 INTRODUCTION
To find patterns in large data sets, k-means [21, 22] is an essential
tool in the data scientist’s toolkit. In particular, practitioners of
sciences involving “big data”, such as genome analysis [16, 31, 33]
and climatology [8, 10, 19] require fast k-means implementations
for a short data to knowledge time. Furthermore, many algorithms
build on top of k-means to cover new use-cases, e.g., BIRCH [34]
and streaming k-means [30]. Thus, speeding up k-means enables
data scientists to create new insights by exploiting larger data sets
in higher quality. Although relational databases support k-means
via SQL [17, 24], high-performance k-means requires specialized
database features [25]. The ubiquitous availability of GPUs provided
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Figure 1: k-Means Execution Strategies.

by cloud computing platforms [1, 2] promises inexpensive and fast
execution of machine learning algorithms. However, to exploit the
full performance of GPUs, algorithms require careful design and
tuning, as shown by previous research on accelerating relational data
management with GPUs [5, 6, 12, 14, 15, 18, 26, 27].

Harnessing the computing power of GPUs requires an efficient
execution strategy. In Figure 1, we show individual steps to achieve
this goal. k-Means refines results by iterating over two phases: Point
Assignment and Centroid Update. Research over the last decade
focused mostly on accelerating both k-means phases on CPU or
GPU separately [7, 11, 13, 29, 32]. In particular, they assign points
on GPU and update centroids on CPU, thus cross-processing over
multiple processors. This Cross-Processing strategy has the inherent
overhead of exchanging data between GPU and CPU over the PCI-e
bus in every iteration. Some approaches perform Point Assignment
and Centroid Update on GPUs [4, 20]. However, both types of
approaches introduce artificial synchronization barriers between the
two phases. The barriers require the algorithm to make two passes
over points data per iteration, and cause the multi-pass problem.

Our contributions are as follows:
(1) We outline an algorithm for a highly-efficient GPU-optimized

Centroid Update to solve the cross-processing problem.
(2) We introduce the Single-Pass execution strategy on GPUs to

solve the multi-pass problem.
(3) We show a preliminary comparison of our Single-Pass execu-

tion strategy to previous approaches.

2 APPROACH
The main challenges to compute k-means in a single pass are two-
fold: 1. Due to the fundamentally different hardware architectures
of CPUs and GPUs, the Centroid Update designed for CPUs is
cache-inefficient on GPUs. 2. The two phases of k-means, Point
Assignment and Centroid Update, access data in opposite directions
(row- vs. column-wise access). Thus, fusing these phases to a single
data pass is non-trivial [12]. We describe the key insights of our
approach that address these challenges.
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Efficient Centroid Update on GPU. The large, per-core L2
cache of CPUs allows cache-efficient algorithms to store working
sets of up to several megabytes in size. In contrast, on GPUs, tens to
hundreds of threads store their private working sets in several tens of
kilobytes shared memory caches. The aggregate size of the working
sets can easily exceed the available cache space, which leads to cache
thrashing. Due to these architectural differences, Centroid Update
strategies optimized for CPUs underperform on GPUs. Nevertheless,
in principle, such a CPU-optimized Centroid Update is capable of
running on GPUs [20]

Our first key insight is that, in Centroid Update, we are able to
process each data feature independently of the others. We use this
insight to reduce the cache space required by each thread to store its
working set. In a CPU-optimized design, we partition data among
all threads (i.e., cores) and process them in parallel. Finally, we
aggregate the results of all partitions into a new set of centroids. In
contrast, in our GPU-optimized Centroid Update, we partition data
and decompose each data point into its discrete features. Thus, we
partition data in two dimensions — points and features — instead of
one dimension. Whereas partitioning data points has no influence
on the working set, partitioning data by its features also partitions
the working set. In effect, the working set becomes smaller, which
prevents cache thrashing when running hundreds of GPU threads.

Single-Pass GPU k-Means. Fusing our Centroid Update algo-
rithm for GPUs with Point Assignment involves synchronizing mul-
tiple threads. In contrast, fusing their CPU counterparts involves
a single thread [23], and thus is straightforward. In Point Assign-
ment, we assign each point to a cluster. In this step, we compute
point-to-centroid distances, for which we access all the point’s and
centroid’s features. Thus, we partition in only one dimension (i.e.,
points), because we are unable to partition in two dimensions. The
intermediate results are passed on to Centroid Update, in which we
access columns of data and partition data two-way. This mismatch in
how we access and partition data on GPUs incurs a global synchro-
nization. In contrast, in the CPU-optimized strategy, both algorithm
phases partition data in the same way, thus directly fuse together.

Our second key insight is that thread warps make parallel, on-
the-fly data transpose fast. A warp consists of multiple threads that
execute processor instructions in lock-step, and is a fundamental trait
of GPU architecture. Due to executing in lock-step, synchronizing
GPU threads with a thread barrier is much cheaper than on a CPU.
Thus, each thread writes its partition of data and intermediate results
into shared memory. After all threads have executed the thread
barrier, each thread reads its now-transposed partition. Using this
technique, we are able to fuse Point Assignment and our GPU-
optimized Centroid Update into the Single-Pass k-means strategy.

3 RESULTS & DISCUSSION
In Figure 2, we compare our Single-Pass execution strategy to the
Multi-Pass and Cross-Processing execution strategies. As points of
reference, we also include two open-source baselines, Armadillo [28]
on CPU and Rodinia [9] on GPU. We execute all strategies on an
Intel Core i7-6700K (“Skylake”) CPU with 32 GB memory and an
Nvidia GeForce GTX 1080 (“Pascal”) GPU with 8 GB memory on
a 2 GB generated data set [3] with 4 features. We set k = 4 to show
a data-intensive scenario unbounded by computation.
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Figure 2: Execution time breakdowns for different k-Means
strategies on CPU and GPU for 4 features and 4 clusters.

On GPU, we observe that our Single-Pass strategy runs 2× faster
than the Multi-Pass strategy and 18.5× faster than the Cross-Processing
strategy. As Single-Pass reads half as much data as Multi-Pass, its
execution time is halved. Further, the Multi-Pass strategy is 9.3×
faster than the Cross-Processing strategy. We deduce that updating
centroids on the CPU and transferring intermediate results on every
iteration slows down the Cross-Processing strategy compared to the
Single-Pass and Multi-Pass strategies.

In contrast, on CPU, our Single-Pass strategy has 1.8× and 1.4×
higher throughput than the Multi-Pass and Cross-Processing strate-
gies, respectively. The Cross-Processing strategy outperforms the
Multi-Pass strategy by 1.3×.

We also observe a factor 2.7× difference between our implementa-
tion of the Cross-Processing strategy and Rodinia’s implementation
of the same strategy. Likewise, there is a factor 2.1× difference be-
tween our Multi-Pass strategy and Armadillo’s implementation. We
attribute these differences to the hand-tuning of our implementations
for these specific processors.

We summarize that our Single-Pass strategy for GPUs shows
promising results that merit further investigation.

4 CONCLUSION & OUTLOOK
In this paper, we introduce a GPU-optimized strategy for k-means.
We highlight two fundamental problems of previous approaches:
cross-processing and multi-pass execution. Our proposed solutions
center around an efficient algorithm for updating centroids on GPUs.
In our presented results, we show that our Single-Pass strategy for
GPUs achieves up to 2× and 18.5× higher throughput than the Multi-
Pass and Cross-Processing strategies, respectively. We will extend
our work to present our solutions in more detail. In particular, we
will show both data- and compute-intensive parameters (i.e., small
and large k). Furthermore, we will explore data sets with different
numbers of features. Finally, we will demonstrate that our Single-
Pass strategy is feasible for data sets larger than GPU memory.
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