Helmut Horacek Text planning Natural language generation

Daita to texit

SS 2013 Language Technology



Helmut Horacek Text planning Natural language generation

DATA TO TEXT
(Reiter aund the Aberdeen tesnm)

Motivation
Overcoming the information overload in decision-making
Highlighting relevant constellations (up to user interpretation in visual contexts)

For environments where extensive datasets are collected (semi-)automatically

Methods applied
Analysing data (time series) for characteristic patterns

Summarizing essential/salient observations

Application areas
Weather prediction models
Technical equipment (e.g., sensors connected to gas turbines)

Medical situations (e.g., project "BabyTalk")
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CHALLENGES

The nature of reports

Descriptive summaries rather than recommendations
Domain experts / doctors mostly resistant to automatic recommendation

Technical challenges
Handling data in various formats, integrating their interpretation

Handling adequately the sheer quantity of data
Selecting and structuring the content

Following story schemes, building a kind of story line
Much of the data is temporally organized

Present a coherent narrative (requires after-thought by humans)
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AUTOMATICALLY GENERATED TEXT

You saw the baby between 16:40 and 17:25. Heart Rate(HR)=155. Core
Temperature(T1) = 36.9. Peripheral Temperature(T2) = 36.6. Transcutaneous
Oxygen(TcPO2) = 9.0. Transcutaneous CO2(TcPCO2) = 74. Oxygen
Saturation(Sa02) = 94.

Over the next 24 minutes there were a number of successive desaturations downto
0. Fraction of Inspired Oxygen(FIO2) was raised to 100%. There were 3
successive bradycardias downto 69. Neopuff ventilation was given to the baby a
number of times. The baby was re-intubated successfully. The baby was
resuscitated. The baby had bruised skin.

Blood gas results received at 16:45 showed that PH=7.3, PO2=5, PC02=6.9 and
BE=-0.7.

At 17:15 FIO2 was lowered to 33%. TcPO2 had rapidly decreased to 8.8.
Previously T1 had rapidly increased to 35.0.
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CONIPARISON
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DATA INTERPRETATION AND PRESENTATION
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CONCEPT FORNATION AND ABSTRACTION
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SONIE TRENDS

Generating referring expressions

corpus studies, learning preferences, visual context

Tools

Corpus building, grammar writing
Summarization
Knowledge-based improvements, featuring concepualizations

Explanation

In ontology contexts

Shared tasks

GRE, surface realization, text generated from knowledge bases, variations

Evaluation methods
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