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Abstract. One of the barriers of sentiment analysis research in low-
resource languages such as Bengali is the lack of annotated data. Man-
ual annotation requires resources, which are scarcely available in low-
resource languages. We present a cross-lingual hybrid methodology that
utilizes machine translation and prior sentiment information to generate
accurate pseudo-labels. By leveraging the pseudo-labels, a supervised
ML classifier is trained for sentiment classification. We contrast the per-
formance of the proposed self-supervised methodology with the Bengali
and English sentiment classification methods (i.e., methods which do
not require labeled data). We observe that the self-supervised hybrid
methodology improves the macro F1 scores by 15%-25%. The results
infer that the proposed framework can improve the performance of sen-
timent classification in low-resource languages that lack labeled data.

Keywords: Bangla sentiment analysis · pseudo-label generation · Cross-
lingual sentiment analysis.

1 Introduction

Sentiment analysis determines the semantic orientation of an opinion ex-
pressed in a text. The rapid growth of user-generated online content necessitates
analyzing user’s opinions and emotions in textual data for various purposes.
Researchers applied both the machine learning-based [17, 1] and lexicon-based
methods [26] to classify sentiments at various levels of granularity such as bi-
nary, 3-class, or 5-class. The supervised ML methods usually exhibit much better
performance; however, they require a large volume of annotated data.

English and several other languages enjoy ample resources, such as anno-
tated data for sentiment analysis; however, such resources are not available in
resource-constrained languages. The self-supervised approaches can be an effec-
tive way to deal with the inadequacy of labeled data in low-resource languages.
Instead of manual annotation, the self-supervised learning methods automati-
cally generate pseudo-labels by implicitly learning underlying patterns from the
data or utilizing a set of rules.

Cross-lingual sentiment classification is another way to deal with resource
scarcity issues in low-resource languages. Cross-lingual sentiment classification
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aims to leverage resources like labeled data and opinion lexicons from a resource-
rich language (typically English) to classify the sentiment polarity of texts in a
low-resource language. Though cross-lingual approaches have been studied in
several low-resource languages [16, 5], in Bengali only a few works utilized it
for sentiment classification [22] or sentiment lexicon creation [8]. In [22], the
performances of various supervised ML classifiers have been compared in a Ben-
gali corpus and corresponding machine-translated English version. The authors
found Bengali-English machine translation system had reached some level of
maturity; thus could be utilized for cross-lingual sentiment analysis.

In this work, we present a cross-lingual self-supervised methodology for classi-
fying sentiments in unlabeled Bengali text. The proposed self-supervised hybrid
methodology combines lexicon-based and supervised ML-based methods. Em-
ploying machine translation, we first transform Bengali text to English. Then
we leverage prior word-level sentiment information (i.e., sentiment lexicon), a
set of rules, and consensus-based filtering to generate accurate pseudo-labels for
training a supervised ML classifier. We compare the performance of the pro-
posed method with English lexicon-based sentiment analysis tools, VADER [13],
TextBlob1, and SentiStrength [24] and a Bengali lexicon-based method [21]. We
observe that the hybrid approach improves the F1 score by 15% and accuracy
by 11% compared to the best lexicon-based method.

1.1 Contributions
The major contributions of this work can be summarized as follows:

– We conduct a comparative performance analysis of Bengali and English
lexicon-based methods.

– To elevate the performance of sentiment classification in unlabeled data, we
present a cross-lingual self-supervised learning approach.

– We demonstrate how to generate highly accurate pseudo-labels to deal with
the lack of labeled data in Bengali.

– We show that by utilizing machine translation and combining lexicon-based
and ML-based methods, substantially improved performance can be attained.

2 Related Work

Most of the research in sentiment analysis has been conducted in English and
a few other major languages such as Chinese, Arabic, and Spanish. In Bengali,
limited research has been performed using corpora collected from various sources
such as microblogs, Facebook statuses, and other social media sources [18, 9].
Researchers utilized various supervised methods, such as SVM with maximum
entropy [7], Naive Bayes (NB) [14], Deep Neural Network [25, 11] for Bengali
sentiment analysis. The word-embedding-based approach has been explored in
[2].

Cross-lingual approaches of sentiment classification have been applied to sev-
eral low-resource languages. The linked WordNets was used in [4] to bridge the

1 https://textblob.readthedocs.io/en/dev/
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language gap between two Indian languages, Hindi and Marathi. The perfor-
mance and effectiveness of machine translation systems and supervised meth-
ods for multilingual sentiment analysis was investigated in [3] using four lan-
guages: English, German, Spanish, and French; three machine translation sys-
tems: Google, Bing, and Moses; several supervised algorithms and various types
of features. [16] proposed a cross-lingual mixture model (CLMM) that exploits
unlabeled bilingual parallel corpus. In [5], authors utilized a machine translation
system for projecting resources from English to Romanian and Spanish and ob-
tained a comparative performance. In [10], the authors proposed an end-to-end
cross-lingual sentiment analysis (CLSA) model by leveraging unlabeled data in
multiple languages and domains. The authors of [27] proposed a learning ap-
proach that does not require any cross-lingual labeled data. Their algorithm
optimizes the transformation functions of monolingual word-embedding space.
The authors of [6] introduced an Adversarial Deep Averaging Network (ADAN)
that uses a shared feature extractor to learn hidden representations that are
invariant across languages. Their experiments on Chinese and Arabic sentiment
classification demonstrated the efficacy of ADAN.

The cross-lingual approach of sentiment analysis in Bengali is still largely un-
explored; only a few works investigated it for tasks such as translating English
polarity lexicon to Bengali [8], comparing the performance of ML algorithms
in Bengali and machine-translated corpus [22]. The authors of [22] utilized two
small datasets to compare the performance of supervised ML algorithms in Ben-
gali and machine-translated English corpora. They found supervised ML algo-
rithms showed better performance in the model trained on the translated corpus.

A plethora of studies explored hybrid approaches of sentiment classification;
however, most of them utilized labeled or partially labeled datasets. A hybrid
method was proposed in [28] for sentiment analysis in Twitter data that does
not require any labeled data. The proposed method adopted a lexicon-based ap-
proach to label the training examples. The authors of [12] proposed a framework
where an initial classifier is learned by incorporating a sentiment lexicon and
using generalized expectation criteria. SESS (SElf-Supervised and Syntax-Based
method) [29] works in three phases; initially, some documents are classified iter-
atively based on a sentiment dictionary. Afterward, a machine learning model is
trained using the classified documents, and finally, the learned model is applied
to the whole data set.

To the best of our knowledge, this work is the first attempt to incorporate
the cross-lingual setting with self-supervised learning in Bengali. Compared to
the existing self-supervised approaches, the proposed methodology differs in the
way we perform pseudo-label generation and selection, training-testing set split,
and model training.
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3 Dataset and Machine Translation

3.1 Dataset
We use a large annotated review corpus2 deposited by the author of [20]. The

reviews in the corpus represent viewer’s opinions toward a number of Bengali
dramas. The data collection and annotation procedures were described in [20].

Fig. 1. Example of Bengali and translated English reviews with annotations

This review corpus consists of 11807 annotated reviews, where each review
contains between 2 to 300 Bengali words. This class-imbalanced dataset com-
prised of 3307 negative and 8500 positive reviews. From the annotator ratings,
the author observed an inter-rater agreement of around 0.83 based on Cohen’s κ.
The reviews are highly polar since reviews that are marked as non-subjective by
either of the annotators were excluded. Figure 1 shows some examples of Bengali
reviews and corresponding English machine translation with annotations.

3.2 Quality of Machine Translation and Sentiment Preservation
To leverage cross-lingual resources, it is required to link the source and target

languages. The machine translation (MT) service is one of the most prevalent
ways to connect languages. The quality of a machine translation system largely
depends on the amount of training data used for model training. Without us-
ing an advanced machine translation service built on a huge training dataset,
good translation accuracy is not attainable. The authors of [22] utilized Google
Translate 3 to translate Bengali reviews to English for cross-lingual sentiment
analysis. They manually assessed the quality of the machine translation and ob-
served that the quality of the translation varies among reviews. Among 1016
translated Bengali comments, on a Likert scale of 1-5, they assigned 170 com-
ments to a rating of 1, 279 comments as 2, 229 comments as 3, 140 comments as

2 https://github.com/sazzadcsedu/BN-Dataset.git
3 https://translate.google.com
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4, and 198 comments as 5, with an average translation rating of 2.92, which they
described as fair. Therefore, in this work, we use Google Translate to translate
the Bengali reviews into English.

To investigate the sentiment preservation after machine translation, the au-
thor of [20] computed the agreement of the predictions of two highly accurate
ML classifiers, logistic regression (LR) and support vector machine (SVM) in
Bengali and machine-translated English corpus in a drama review dataset. The
author utilized Cohen’s kappa and Gwet’s AC1 to assess inter-rater agreements.
Both SVM and LR show kappa scores above 0.80 and AC1 scores above 0.85
(where a score of 1 refers to perfect agreement). The results indicate sentiment
consistency exists between original Bengali and machine-translated English re-
views.

The above-mentioned studies suggest that the quality of Bengali-to-English
machine translation is fair, and the sentiment is preserved in most cases. There-
fore, no manual error correction is employed in the machine-translated reviews.
Besides, one of the main objectives of this work is to eliminate manual interven-
tion.

4 Cross-lingual Sentiment Analysis in Bengali

Fig. 2. Various approaches of sentiment analysis in Bengali review corpus

4.1 Lexicon-based Methods

To find the efficacy of the lexicon-based methods for sentiment classifica-
tion in the translated corpus, three popular lexicon-based tools, SentiStrength,
VADER, and TextBlob are employed. A non-negative polarity score of Sen-
tiStrength and TextBlob refers to a positive class prediction; otherwise, we con-
sider it as a negative prediction. For VADER, the compound score is used instead
of the polarity score.
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For Bengali, we utilize a publicly available Bengali sentiment lexicon [21]
and a set of linguistic rules. This binary-weighted lexicon consists of around
700 opinion words, where positive and negative words have a weight of +1 and
-1, respectively. Besides applying the word-level polarity, we employ a simple
negation rule to address the shift of polarity. The class assignment based on the
review polarity score is implemented similarly to English lexicon-based methods.
In Bengali, only a few works employed the lexicon-based methods for sentiment
classification due to a lack of standard language-specific resources (e.g., senti-
ment lexicon, POS tagger, dependency parser, etc.). Besides, their implementa-
tions are not publicly available.

4.2 Self-supervised Hybrid Methodology

Self-supervised learning utilizes data that is automatically labeled by learning
patterns, exploiting the relationships between features, and employing rules. As
the Bengali lexicon-based method [21] yields comparatively lower accuracy, we
integrate an English lexicon-based method [23] in the self-supervised framework
for automatically generating labels. The steps of the proposed methodology are
shown in Fig. 3.

Fig. 3. Steps of the proposed self-supervised hybrid methodology

The proposed cross-lingual self-supervised method trains an ML classifier
by following several steps. First, the Bengali reviews are translated to English
utilizing Google Translate. Then we employ an English lexicon-based method
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[23] to generate highly accurate pseudo-labels, which are used as a training
set for ML classifiers. Afterward, a filtering step is applied to remove some of
the pseudo-labeled reviews from the training set. In the final step, weights are
assigned to the filtered pseudo-labels to train a supervised ML classifier.

Pseudo-label Generation.To generate highly accurate pseudo-labels for the
supervised ML classifier, we utilize a lexicon-based method, LRSentiA [23]. In
addition to determining the semantic orientation of a review, LRSentiA pro-
vides the confidence score of the prediction. The prediction confidence score
ConfScore(r) of a review r is determined using the following equation-

ConfScore(r) =
abs(Ppos(r) + Pneg(r))

abs(Ppos(r)) + abs(Pneg(r))

As the equation indicates, the confidence score of the review r, ConfScore(r),
depends on the positive terms, Ppos(r) and negative terms, Pneg(r) present in
the review. A large presence of either positive or negative terms indicates a high
confidence score. When the lexicon-based method predicts the class of a review
with high confidence, then it is a highly polar review, as indicated by the above
equation. These highly polarized reviews have a low chance for misclassification;
thus can be used as pseudo-labeled training data.

Table 1. Prediction accuracy of LRSentiA across various confidence groups in machine
translated corpus

Confidence Group ConfScore Accuracy #Review
high (0.75, 1.0] 98.1% 7596

average (0.5, 0.75] 91.2% 1609
low (0.25, 0.5] 84.3% 633

very-low (0.0, 0.25] 79.5% 462

Based on the prediction confidence scores of n reviews, ConfScore(r1),....,
ConfScore(rn), we categorize them into five confidence groups (n equals to
the number of reviews in the corpus). The reviews with a confidence score above
0.75 belong to high confidence category, reviews having confidence score between
(>0.5) and 0.75 belong to average confidence category, between (>0.25) and 0.5
fall into low category, between (>0) and 0.25 fall into very-low category and
remaining reviews with 0 confidence score fall into undefined group.

Three criteria are considered, similar to [23], while categorizing predictions
into multiple confidence groups that are described below.

[a]. Minimizing the inclusion of wrong predictions (i.e., inaccurate pseudo-labels)
in the training set to restrict error propagation to the classifier.

[b]. Maximizing the number of reviews (i.e., a large training set) included in the
training data.
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[c]. Show the correlation between the prediction confidence score and the ac-
curacy (i.e., prediction with a high confidence score implies correctness) to
satisfy both criteria [a] and [b].

Both [a] and [b] assist in achieving better performance from the ML classi-
fier. The highly accurate pseudo-labels ([a]) imply less error-propagation to the
classifier, and a higher number of pseudo-labels ([b]) mean a large training set,
which is required to get good performance from the ML model. [c] helps to de-
termine which reviews should go to training data and which ones to be used as
testing data.

We observe that discretizing the reviews into five categories satisfies all the
criteria (i.e., [a], [b], and [c]) best; therefore, five confidence groups are used.
Table 1 shows accuracies of different confidence groups. The results suggest that
there exists a correlation between the prediction accuracy and confidence scores.

Pseudo-label Filtering.This step involves filtering out some of the pseudo-
labels selected from high and average confidence groups. The goal is to improve
the accuracy of pseudo-labels further that are used in the training process. We
apply the consensus-based filtering based on the lexicon-based method and SVM
classifier. We perform 10-fold cross-validation utilizing these pseudo-labeled data
from high and average confidence groups. Based on the predictions of SVM, we
only keep the reviews that are assigned to the same class by both SVM and
the lexicon-based method. These reviews are utilized as training data for the
proposed self-supervised method. The discarded reviews are added to the testing
data along with the reviews from low, very-low and undefined categories. The
default parameter settings of scikit-learn library [19] and unigram and bigram
based tf-idf features are used for the SVM classifier.

After the filtering step, we find 7082 reviews belong to high confidence group
with an accuracy of around 98.5%. Since the accuracy of this group is al-
ready high, the improvement is not significant. However, for the next confidence
group,average, we observe improvement in the accuracy from 91.2% (1609 re-
views) to 93.7% (1321 reviews).

Pseudo-label Weighting.In this step, we assign the weights of the pseudo-
labels. We calculate the average confidence scores of high and average confi-
dence groups. Based on the average confidence scores, we assign the weights of
the pseudo-labels that are used as training data for the ML classifiers. The re-
views belong to high confidence group have higher weight compared to average
confidence group. The weights of the pseudo-labels (i.e., influence to the classi-
fier) are set based on the group confidence score instead of its own confidence
score, as it is a more flexible measure.

Model Training.As shown in Table 1, the high and average confidence cate-
gories of the lexicon-based method yield mostly accurate predictions and can be
used as pseudo-labels for the supervised ML algorithms. However, we observe
that the distributions of high and average confidence groups are biased toward
positive class, contain a much higher number of positive samples (could also be
attributed to the class distribution of the original dataset). The performance of a
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supervised ML algorithm can be affected by the presence of the class imbalance.
To reduce the negative impact of class inequality, we apply a sampling algo-
rithm, Synthetic Minority Over-sampling TEchnique (SMOTE) [15]. SMOTE is
an oversampling method that creates synthetic minority class samples. However,
this sampling technique was not able to eliminate the bias towards the positive
class in our experiment.

Therefore, we use a balanced subset from the high and average prediction
categories to train the supervised ML classifier. The number of instances of each
class in the subset is determined by the minimum value of the positive class
instance and negative class instance. The instances of the dominant class are
randomly selected. The results reported here are the average of the results of 10
random selection.

The reviews belong to low, very-low, and undefined prediction categories in
which the lexicon-based method yield low accuracy and the discarded reviews
in pseudo-label filtering step are used as testing data for the supervised ML
classifiers. We extract unigram and bigram word features from the reviews, cal-
culate the tf-idf scores and feed the scores to the machine learning classifiers.
We use the default parameters settings of scikit-learn library [19] for all the ML
classifiers.

Overall Predictions.As described above, the overall predictions of the hybrid
methodology is determined by the combined predictions of the lexicon-based
method (i.e., for reviews belong to high and average confidence groups exclud-
ing filtered out reviews) and the ML classifier (i.e., low, very-low, and undefined
confidence groups plus filtered out reviews). The lexicon-based method success-
fully classifies reviews that are highly polarized (i.e., belong to high, and average
confidence categories), with an accuracy of above 90%. However, for less polar
and hard-to-distinguish reviews, the lexicon-based method shows lower accuracy
due to various reasons (e.g., the polarity of a review is not obvious or lexicon-
coverage problems). Therefore, for reviews belong to these groups, we utilize an
ML classifier that is more robust for classifying complicated cases.

5 Results and Discussion

We compare the performances of various classifiers in the Bengali corpus and
its machine-translated English version utilizing accuracy, precision, recall, and
macro F1 score. The results of ML classifiers are reported based on the default
parameter settings of the scikit-learn library [19].

Table 2 shows the performances of the lexicon-based methods in Bengali and
translated English corpus. VADER and TextBlob exhibit similar F1 scores and
accuracies, while SentiStrength performs relatively worse. VADER achieves an
F1 score of 0.771 and an accuracy of 82.56%, while TextBlob obtains 0.776 and
82.79%, respectively. The Bengali lexicon-based method shows an F1 score of
0.699 and an accuracy of 77.10%.

Table 3 shows the performance of the self-supervised hybrid approach in the
machine-translated corpus. The best F1 score of 0.897 is achieved when either LR
(Logistic Regression) or SVM (Support Vector Classifier) classifier is integrated
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Table 2. The performances of lexicon-based classifiers in Bengali and machine-
translated English corpus.

Language of Corpus Method Precision Recall F1 Score Accuracy

VADER 0.846 0.707 0.771 82.56%
Translated English TextBlob 0.863 0.705 0.776 82.79%

SentiStrength 0.787 0.645 0.708 78.61%

Bengali [21] 0.716 0.684 0.699 77.10%

Table 3. The performance of the proposed hybrid method in the machine-translated
corpus integrating various ML classifiers

Precision Recall F1 Score Accuracy
Self-Supervised-Hybrid-SVM 0.891 0.903 0.897 91.5%
Self-Supervised-Hybrid-LR 0.876 0.919 0.897 90.8%
Self-Supervised-Hybrid-RF 0.888 0.858 0.872 90.0%
Self-Supervised-Hybrid-ET 0.888 0.872 0.880 90.5%

into the hybrid method. SVM provides the best accuracy of 91.5%. The decision
tree-based methods RF (Random Forest) and ET (Extra Trees Classifier) achieve
relatively lower F1 scores.

Among the three English lexicon-based methods applied to the translated
reviews, TextBlob and VADER perform similarly, while SentiStrength shows rel-
atively lower efficacy. Compared to English lexicon-based methods, the Bengali
lexicon-based method exhibits inferior performance. Sentiment analysis research
in Bengali is still not matured; therefore, it lacks enough resources. For exam-
ple, in Bengali, no sophisticated and comprehensive sentiment lexicon exists.
The sentiment lexicon we use here is small in size, consists of around 700 opin-
ion words; thus, it lacks coverage of sentiment words, which is reflected in the
performance of the Bengali sentiment analysis tool.

The self-supervised hybrid methodology improves the performance of the
sentiment classification. Substantial improvements in both the F1 scores and ac-
curacies are observed compared to the lexicon-based methods. As seen by Table
1, the confidence score of the prediction of the lexicon-based method is highly
correlated with the prediction accuracy. The high category has a prediction ac-
curacy of above 95% and average category has prediction accuracy of over 90%.
Therefore, predictions from these categories can be used as training data for su-
pervised ML classifiers with minimal negative impact. As low-resource languages
suffer from data annotation issues, the proposed approach can boost sentiment
analysis research in resource-poor languages.

6 Summary and Conclusions

In this work, we present a cross-lingual self-supervised methodology for im-
proving the performance of sentiment classification in Bengali by automatically
generating pseudo-labels. The proposed approach has advantages over the ex-
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isting supervised classification methods, as it does not require manual labeling
of reviews. As annotated data are hardly available in Bengali, and no sophis-
ticated tools are available for sentiment analysis in unlabeled Bengali text, we
explore the adaptation of resources and tools from English. We show that the
hybrid cross-lingual approach substantially improves the performance of senti-
ment classification in Bengali. The results imply that the proposed methodology
can advance sentiment analysis research in resource-constraints languages such
as Bengali.
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