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Abstract. The task of automatically detecting hate speech in social media is
gaining more and more attention. Given the enormous volume of content posted
daily, human monitoring of hate speech is unfeasible. In this work, we propose
new word-level features for automatic hate speech detection (HSD): multiword
expressions (MWEs). MWEs are lexical units greater than a word that have id-
iomatic and compositional meanings. We propose to integrate MWE features in a
deep neural network-based HSD framework. Our baseline HSD system relies on
Universal Sentence Encoder (USE). To incorporate MWE features, we create a
three-branch deep neural network: one branch for USE, one for MWE categories,
and one for MWE embeddings. We conduct experiments on two hate speech
tweet corpora with different MWE categories and with two types of MWE em-
beddings, word2vec and BERT. Our experiments demonstrate that the proposed
HSD system with MWE features significantly outperforms the baseline system in
terms of macro-F1.
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1 Introduction

Hate speech detection (HSD) is a difficult task both for humans and machines because
hateful content is more than just keyword detection. Hatred may be implied, the sen-
tence may be grammatically incorrect and the abbreviations and slangs may be numer-
ous [12]. Recently, the use of machine learning methods for HSD has gained attention,
as evidenced by these systems: [13, 8]. [9] performed a comparative study between ma-
chine learning models and concluded that the deep learning models are more accurate.
Current HSD systems are based on natural language processing (NLP) advances and
rely on deep neural networks (DNN) [11].

Finding the features that best represent the underlying hate speech phenomenon
is challenging. Early works on automatic HSD used different word representations,
such as a bag of words, surface forms, and character n-grams with machine learning
classifiers [17]. The combination of features, such as n-grams, linguistic and syntactic
turns out to be interesting as shown by [12].

In this paper, we focus our research on the automatic HSD in tweets using DNN. Our
baseline system relies on Universal Sentence Embeddings (USE). We propose to enrich
the baseline system using word-level features, called multiword expressions (MWEs)
[14]. MWEs are a class of linguistic forms spanning conventional word boundaries
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that are both idiosyncratic and pervasive across different languages.[3] We believe that
MWE modelling could help to reduce the ambiguity of tweets and lead to better de-
tection of HS [16]. To the best of our knowledge, MWE features have never been used
in the framework of DNN-based automatic HSD. Our contribution is as follows. First,
we extract different MWE categories and study their distribution in our tweet corpora.
Secondly, we design a three-branch deep neural network to integrate MWE features.
Finally, we experimentally demonstrate the ability of the proposed MWE-based HSD
system to better detect hate speech: a statistically significant improvement is obtained
compared to the baseline system. We experimented on two tweet corpora to show that
our approach is domain-independent.

2 Proposed methodology

In this section, we describe the proposed HSD system based on MWE features. This
system is composed of a three-branch DNN network and combines global feature com-
puted at the sentence level (USE embeddings) and word-level features: MWE categories
and word embeddings representing the words belonging to MWEs.

Universal sentence encoder provides sentence level embeddings. The USE model
is trained on a variety of data sources and demonstrated strong transfer performance on
a number of NLP tasks [2]. The HSD system based on USE obtained the best results at
the SemEval2019 campaign (shared task 5) [8]. This power of USE motivated us to use
it to design our system.

MWE features. A multiword expression is a group of words that are treated as a
unit [14]. For example, the two MWESs stand for and get out have a meaning as a group,
but have another meaning if the words are taken separately. MWEs include idioms,
light verb constructions, verb-particle constructions, and many compounds. We think
that adding information about MWE categories and semantic information from MWEs
might help for the HSD task.

In our work, we focus on social media data. These textual data are very particular,
may be grammatically incorrect and may contain abbreviations or spelling mistakes.
For this type of data, there are no state-of-the-art approaches for MWE identification. A
specific MWE identification system is required to parse MWEs in social media corpora.
As the adaptation of an MWE identification system for a tweet corpus is a complex task
and as it is not the goal of our paper, we decided to adopt a lexicon-based approach to
annotate our corpora in terms of MWEs. We extract MWEs from the STREUSLE web
corpus (English online reviews corpus), annotated in MWESs [15]. From this corpus,
we create an MWE lexicon composed of 1855 MWEs which are classified into 20
lexical categories. Table 1 presents these categories with examples. Each tweet of our
tweet corpora is lemmatized and parsed with the MWE lexicon. Our parser tags MWEs
and takes into account the possible discontinuity of MWEs: we allow that one word,
not belonging to the MWE, can be present between the words of the MWE. If, in a
sentence, a word belongs to two MWEs, we tag this word with the longest MWE. We
do not take into account spelling or grammatical mistakes. We add a special category
for words not belonging to any MWE.
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Fig. 1. Proposed hate speech detection system using USE and MWE features.

HSD system proposal. In this part, we describe our hate speech detection system
using USE embeddings and MWE features. As USE is a feature at the sentence level
and MWE features are at the word level, the architecture of our system is composed of
a neural network with three branches: two branches are dedicated to the MWE features,
the last one deals with USE features. Figure 1 shows the architecture of our system.

In the first branch, we associate to each word of the tweet the number of the MWE
category (one-hot encoding). This branch is composed of 3 consecutive blocks of CNN
(Conv1D) and MaxPooling layers. Previous experiments with different DNN structures
and the fast learning of CNN allow us to focus on this architecture. The second branch
takes into account the semantic context of words composing MWE. If a given tweet
has one or several MWESs, we associate a word embedding to each word composing
these MWEs. We believe that the semantic meaning of MWEs is important to better
understand and model them. This branch uses one LSTM layer. We propose to use two
types of word embeddings: static where a given word has a single embedding in any
context, or dynamic, where a given word can have different embeddings according to
his long-term context. We experiment with word2vec and BERT embeddings [10, 4].
BERT uses tokens instead of words. Therefore, we use the embedding of each token
composing the words of the MWEs. We think that using two branches to model MWEs
allows us to take into account complementary information and provides an efficient way
of combining different features for a more robust HSD system.

The last branch, USE embedding, supplies relevant semantic information at the sen-
tence level. The three branches are concatenated and went through two dense layers to
obtain the output. The output layer has as many neurons as the number of classes.

3 Experimental setup

3.1 Corpora

The different time frames of collection, the various sampling strategies, and the targets
of abuse induce a significant shift in the data distribution and can give a performance
variation on different datasets. We use two tweets corpora to show that our approach
is domain-independent: the English corpus of SemEval2019 task 5 subTask A (called
HatEval in the following) [1] and Founta corpora [5]. We study the influence of MWE
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Table 1. MWE categories with examples from STREUSLE corpus [15] and the number of occur-
rences of MWEs. The train set of HatEval. The column Hateful (Non-hateful) represents MWE
occurences that appear only in hateful (non-hateful) tweets. The column Both represents MWE

occurrences that appear in hateful and non-hateful tweets.

MWE categories Examples | Hateful| Non-hateful Both
Adjective dead on 9 8 255
15 Adverb once again 1 5 194
Z Discourse thank you 12 15 401
Nominal tax payer 25 36 189
Adposition phrase (idiomatic) |on the phone 9 36 134
Inherently adpositional verb stand for 11 21 447
i Full light verb construction have option 9 10 36
Verbal idioms Give a crap 14 24 384
> Full verb-particle construction take off 11 20 387
Semi verb-particle construction| walk out 6 18 153
Auxiliary be suppose to 4 0 475
Coordinating conjunction and yet 1 0 8
Determiner alot 1 2 242
Infinitive marker to eat 0 0 12
Adposition apart from 3 13 573
Non-possessive pronoun my self 0 3 11
Subordinating conjunction even if 0 0 28
Cause light verb construction | give liberty 1 0 0
Symbol A+ 0 0 0
Interjection lo and behold 0 0 0

features on the HatEval corpus, and we use the Founta corpus to confirm our results.
Note that these corpora contain different numbers of classes and different percentages of
hateful speech. We evaluate our models using the official evaluation script of SemEval
shared task 5 ! in terms of macro-F1. It is the average of the F1 scores of all classes.

HatEval corpus. In the HatEval corpus, the annotation of a tweet is a binary value
indicating if HS is occurring against women or immigrants. The corpus contains 13k
tweets. We use standard corpus partition in training, development, and test set with 9k,
1k, and 3k tweets respectively. Each set contains around 42% of hateful tweets. The
vocabulary size of the corpus is 66k words.

We apply the following pre-processing for each tweet: we remove mentions, hash-
tags, and URLs. We keep the case unchanged. We use this pre-processing because the
systems using this pre-processing obtained the best results at the SemEval2019 task 5.

For train and development sets, we keep only tweets that contain at least two words.
Thus, we obtain 8967 tweets for the training set and 998 tweets for the development
set. We split the training part into two subsets, the first one (8003 tweets) to train the
models, and the second one (965 tweets) for model validation. In the test set, we keep
all tweets after pre-processing, even empty tweets. We tag empty tweets as non-hateful.

! https://github.com/msang/hateval/tree/master/SemEval2019-Task5/evaluation
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Founta corpus contains 100k tweets annotated with normal, abusive, hateful, and
spam labels. Our experiments focus on HSD, so we decided to remove spams and we
keep around 86k tweets. The vocabulary size of the corpus is 132k words. We apply the
same pre-processing as for the HatEval corpus. We divide the Founta corpus into 3 sets:
train, development, and test with 60%, 20%, and 20% respectively. As for the HatEval
corpus, we use a small part of training as the validation part. Each set contains about
62%, 31%, and 6% of normal, abusive, and hateful tweets.

3.2 System parameters

Our baseline system utilizes only USE features and corresponds to figure 1 without
MWE branches. The system proposed in this article uses USE and the MWE features as
presented in figure 12. For the USE embedding, we use the pre-trained model provided
by google? (space dimension is 512) without fine-tuning.

We tag the MWE of each tweet using the lexicon, presented in the section 2. If an
MWE is found, we put the corresponding MWE category for all words of the MWE.
To perform fine-grained analysis, we decided to select MWE categories that have more
than 50 occurrences (arbitrary value) and occurrences appear less than 97% in hate
and non-hate tweets at the same time. We obtain 10 MWE categories: called MWES
and VMWES which are respectively the first and second part of Table 1. VMWES
is composed of Verbal MWE categories and MWES with the rest of the categories.
The training part of the HatEval corpus contains 1551 occurrences of VMWES and
1329 occurrences of MWES. During our experiments, we experiment with all MWE
categories presented in Table 1 (containing 19 categories: 18 categories, and a special
category for words not belonging to any MWE) and with the combination of VMWES5
and MWES (10 MWE categories and a special category).

Concerning the MWE one-hot branch of the proposed system, we set the number
of filters to 32, 16, and 8 for the 3 Conv1D layers. The kernel size of each CNN is
set to 3. For the MWE word embedding branch, we set the LSTM layer to 192 neu-
rons. For BERT embedding, we use pre-trained uncased BERT model from [4] (em-
bedding dimension is 768). The BERT embeddings are extracted from the last layer of
this model. For word2vec embedding, we use the pre-trained embedding of [7]. This
model is trained on a large tweet corpus (embedding dimension is 400). In our systems,
each dense layer contains 256 neurons.

For each system configuration, we train 9 models with different random initializa-
tion. We select the model that obtains the best result on the development set to make
predictions on the test set.

4 MWE statistics

We first analyze the distribution of the MWEs in our corpora. We observe that about
25% of the HatEval training tweets contain at least one MWE and so the presence of
MWE can influence the HSD performance.

2 https://github.com/zamp13/MWE-HSD
3 https://tfhub.dev/google/universal-sentence-encoder-large/3
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As a further investigation, we analyze MWESs appearing per MWE category and for
hate/non-hate classes. In the training set of the HatEval corpus our parser, described
in section 2, annotated 4257 MWE:s. Table 1 shows MWE:s that appear only in hateful
or non-hateful tweets or both in HatEval training part. We observe that some MWE
categories, as symbol and interjection, do not appear in HatEval training set. We decided
to not use these two categories in our experiments. Most of the categories appear in
hateful and non-hateful tweets. For the majority of MWE categories, there are MWEs
that occur only in hateful speech and MWE:s that occur only in non-hateful tweets.

Finally, we analyze the statistics of each MWE category for hate and non-hate
classes. As in HatEval the classes are almost balanced, there is no bias due to imbal-
anced classes. We observe that there are no MWE categories used only in the hateful
speech or only in the non-hateful speech excepted for the cause light verb construction
category, but this category is underrepresented. We note that there is a difference be-
tween the use of MWE:s in the hateful and the non-hateful tweets: MWEs are used more
often in non-hateful speech. These observations reinforce our idea that MWE features
can be useful for hate speech detection.

5 Experimental results

The goal of our experiments is to study the impact of MWEs on automatic hate speech
detection for two different corpora: HatEval and Founta. We carried out experiments
with the different groups of MWE categories: MWEAall, including all MWE categories,
and the combination of VMWES and MWES.

Table 2 displays the macro-F1 on HatEval and Founta test sets. Our baseline sys-
tem without MWE features, called USE in Table 2, achieves a 65.7% macro-F1 score
on HatEval test set. Using MWE features with word2vec or BERT embeddings, the
system proposed in this paper performs better than the baseline. For instance, on HatE-
val, MWEall with BERT embedding configuration achieves the best result with 66.8%
of macro-F1. Regarding Founta corpus, we observe a similar result improvement: the
baseline system achieves 72.2% and systems with MWE features obtain scores ranging
from 72.4% to 73.0% of macro-F1. It is important to note that according to a matched
pair test in terms of accuracy with 5% risk [6], the systems using MWE features and
word2vec or BERT embeddings significantly outperform the baseline system on the two
corpora. Finally, the proposed system with MWEall and BERT embedding for HatE-
val outperforms the state-of-the-art system FERMI submitted at HatEval competition
(SemEval task 5): 66.8% for our system versus 65% for FERMI of macro-F1 [8].

To analyze further MWE features, we experiment with different groups of MWE
categories: VMWES5, MWES, and MWEAall. Preliminary experiments with the two-
branch system with USE and word embeddings branches only gave a marginal im-
provement compared to the baseline system. Using the three-branch neural network
with only VMWES5 or MWES instead of MWEAall seems to be interesting only for
word2vec embedding. With BERT embedding it is better to use MWEall categories. Fi-
nally, the use of all MWEs could be helpful rather than the use of a subgroup of MWE
categories. Comparing word2vec and BERT embeddings, dynamic word embedding
performs slightly better than the static one, however, the difference is not significant.
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Table 2. The first part represents F1 and macro-F1 scores (%) on HatEval and Founta test sets.
The second part represents F1 and macro-F1 scores (%) on tweets containing at least one MWE
in HatEval and Founta test sets.

HatEval Founta
Features F1 F1
Hateful Non-hate Macro-F1 Norm Abus Hate Macro-F1
All test set

USE 64.9 66.4 65.7 942 87.8 34.6| 722
USE, MWEqall, word2vec 64.5 68.2 66.3 93.8 86.9 36.5 72.4
USE, VMWES, MWES, word2vec| 66.1 67.0 66.5 93.9 87.1 37.2| 727
USE, MWEqall, BERT 64.2 69.4 66.8 94.0 87.1 37.5 72.9

USE, VMWES5, MWES5, BERT 64.8 68.2 66.5 93.8 86.9 38.2| 173.0
Tweets containing at least one MWE

USE 67.8 62.3 65.0 91.1 94.1 41.6| 75.6
USE, MWExll, word2vec 71.7 61.4 66.6 914 869 44.6| 176.5
USE, MWEall, BERT 73.9 61.3 67.6 90.9 94 433| 76.1

We compare the confusion matrices of two systems: the baseline system and the
proposed one with MWEall and BERT embeddings. On the HatEval, the proposed sys-
tem classifies better non-hateful tweets than the baseline system. In contrast, on Founta
our system is more accurate to classify hateful tweets. We think that the balance be-
tween the classes plays an important role: in the case of HatEval corpus, the classes are
balanced, in the case of Founta, the classes are unbalanced.

To perform a deeper analysis, we focus our observations on only the tweets from
the test sets containing at least one MWE: 758 tweets from the HatEval test set and
3508 tweets from the Founta test set. Indeed, according to section 4, there is about
25% of tweets containing MWEs. The second part of table 2 shows that the results are
consistent with those observed previously in this section, and the obtained improvement
is more important.

6 Conclusion

In this work, we explored a new way to design a HSD system for short texts, like tweets.
We proposed to add new features to our DNN-based detection system: mutliword ex-
pression features. We integrated MWE features in a USE-based neural network thanks
to a neural network of three branches. The results were validated on two tweet cor-
pora: HatEval and Founta. The models we proposed yielded significant improvements
in macro-F1 over the baseline system (USE system). Furthermore, on HatEval corpus,
the proposed system with MWEall categories and BERT embedding significantly out-
performed the state-of-the-art system FERMI ranked first at the SemEval2019 shared
task 5. These results showed that MWE features allow to enrich our baseline system.
The proposed approach can be adapted to other NLP tasks, like sentiment analysis or
automatic translation.
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