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Abstract. Scientific documents are getting published at expanding rates
and create challenges for the researchers to keep themselves up to date
with the new developments. Scientific document summarization solves
this problem by providing summaries of essential facts and findings. We
propose a novel extractive summarization technique for generating a sum-
mary of scientific documents after considering the citation context. The
proposed method extracts the scientific document’s relevant sentences
with respect to citation text in semantic space by utilizing the word
mover’s distance (WMD); further, it clusters the extracted sentences.
Moreover, it assigns a rank to cluster of sentences based on different
aspects like similarity with the title of the paper, position of the sentence,
length of the sentence, and maximum marginal relevance. Finally, sen-
tences are selected from different clusters based on their ranks to form
the summary. We conduct our experiments on CL-SciSumm 2016 and
CL-SciSumm 2017 data sets. The obtained results are compared with
the state-of-the-art techniques. Evaluation results show that our method
outperforms others in terms of ROUGE-2, ROUGE-3, and ROUGE-SU4

scores.
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1 Introduction

The publication rate of scientific papers is increasing day by day; the availability
of the massive amount of scientific literature is a big challenge for researchers in
various fields to keep them up-to-date with the new developments. A recent study
by bibliometric analysts shows that global scientific output doubles after every
nine years [2]. Scientific document summarization aims to solve this problem by
summarizing the important contributions and findings of the reference paper [7]
[5] [6] and thus, reducing the effort of the researchers to understand the paper.
There are two approaches to scientific summarization in the literature; the first is
the abstract of the document. Though the paper’s abstract provides the paper’s
theme, but may not convey the all-important contributions and impact of the
paper. The same has also been shown in recent paper [18][1]. These kinds of
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problems motivate the researcher to solve the scientific summarization task using
the second approach, i.e., citation-based summarization [16] [8] [7]. Citation
based summary is obtained by utilizing a set of citations referring to the original
document. Citations are a short description that explains the proposed method,
result, and important findings of the cited work; this description is known as
citation text or citance.

This paper proposes a novel approach for scientific document summarization
using an extractive summarization technique that extracts important sentences
from the reference paper. Here, we extract important sentences for each citation
of the reference paper-based on semantic similarity between citation text and
sentences of the reference paper using word mover’s distance [13]. Further, we
apply clustering on all distinct important sentences. Then, we rank the clusters
based on the distances between the cluster center and the document center
(representative sentence of the document). Finally, we extract sentences from
ranked clusters using several sentence-scoring features until the summary’s desired
length (i.e., 250 words) is reached. The proposed approach is evaluated on two
datasets: CL-SciSumm 2016 and CL-SciSumm 2017, related to the computational
linguistic domain.
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Fig. 1. Process flow chart of proposed method
2 Proposed Methodology

In this section, the steps followed in our proposed framework are discussed. The
flowchart of the proposed approach is shown in Figure 1.

2.1 Extracting the Citation Context

Initially, we have extracted the sentences from the reference paper, which is to be
summarized. For this purpose, we have utilized the word mover’s distance. Here,
we have computed the word mover’s distance (WMD) between each citation
sentence and the reference paper’s sentences. Then the top five sentences which
are having minimum WMD are selected [11]. Let the set of distinct important
sentences extracted from the reference paper (RP) after considering all citations
be denoted by S. Note that WMD calculates the similarity between the sentences
in terms of distance [13], where minimum distance represents more similarity
between sentences.

2.2 Grouping of Sentences using Clustering

Sentences in S obtained in the previous step are grouped using the K-Medoids [19]
clustering algorithm. It utilizes WMD as a distance measure between sentences
instead of Euclidean sentence and, thus, is able to capture the semantic similarity
present between the sentences. We have used the K-medoid clustering with the
number of clusters decided by the elbow method. Let the obtained cluster centers
be represented as {C1,Ca,...,Cx}.
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2.3 Ranking the Clusters Obtained
It includes two steps: representative sentence calculation and ranking of clusters,
which are discussed below:

Representative Sentence Calculation: After getting clusters of sentences, it is
required to build a summary. But, it is very difficult to decide which cluster
should be considered first to extract the sentences. Thus, there is a need to
rank the clusters. Therefore, to perform the same, firstly, we have determined
the document center/representative sentence (RP) of the document. It is that
sentence in the document which is the most similar to the remaining sentences.
We can also call it as an document’s center. In other words, among S, the sentence
having the minimum average WMD with respect to other sentences is called the
RP. Mathematically, it is defined as r = argmin 31, Z?’:Li# %

Here, r is the index of representative sentence in S, IV is the total number
of distinct sentences in set S and M is the number of sentence pairs, equals to
Nel=1 s; and s; are the it and j' sentence in the set S, respectively.
Ranking of Clusters: To rank the clusters, WMD distance between the cluster
center, C; (1 <14 < K), and representative sentence, r, is calculated. Clusters
are ranked based on their distances from the representative sentence means. The
cluster closest to the representative sentence is assigned the highest priority.
d; = wmd(Ci,ST) Vi € 1,2,....K

Here, d; denotes the distance between i** cluster center and representative
sentence, S,.. Then, these distances are sorted in ascending order. The cluster,
which is at the lowest distance, is assigned rank-1 and so on. In other words,
sentences are extracted from the higher rank to the lower rank clusters.
2.4 Calculating Sentence Scores in Each Cluster
After assigning ranks to different clusters, sentence scores are calculated in each
cluster using different aspects/features. These scores help in selecting sentences
from a cluster that will be part of the summary. These features are described
below:

Similarity with Paper’s Title (F}): WMD between the title of the document
and the sentences of the cluster has been calculated. The sentence is given the
highest priority, which has minimum WMD distance with respect to the title
[17].

Position of the Sentence (F3): In most of the documents or papers, important
sentences are found in the title and lead sentences of a paragraph; it is expressed
as follows m; = \/nI where n; is the position of a sentence in the reference paper.
The sentence is given the highest priority, which lies at the starting of the paper
or document [17].

Length of the Sentence (F3): In the literature, it is shown that the longest
sentences of the document are always relevant for the summaries [15,17]. The
sentence is assigned the highest priority, which has the longest length.
Maximum Marginal Relevance (Fj): This feature is used to maintain anti-
redundancy in the summary [3]. Sentences from each cluster are selected based
on the following formula: score(X) = ASim4(s, D) — (1 — X\)Sima(s, Summary)
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Here, score(X) represents linear interpolation of Sim, and Simg where Simy
is the similarity of a sentence with respect to all other sentences in the cluster, and
Sims is the similarity of a sentence with respect to the sentences that are already
included in the summary, D is the document (extracted sentences using citation
context), and s is the sentence that is going to be included in the summary.

We have used WMD for the similarity between sentences. Here, A = 0.7 which
is used in [4] . The sentence is assigned the highest priority, which has the highest
score of X.

2.5 Summary Generation

For the summary generation, we have considered the clusters in a rank-wise
manner. Given the clusters, the summary is generated by selecting the highest
ranked sentence from each cluster based on the above four features. We have
generated a summary utilizing each feature and evaluated it against different
types of summaries available with the datasets.

3 Experimental Setup
3.1 Datasets Used

In the current paper, we have utilized two datasets, namely, CL-SciSumm 2016
and CL-SciSumm 2017, to evaluate our method. Details of the datasets can be
found at https://github.com/WING-NUS/scisumm-corpus.

3.2 Evaluation Metrics

The proposed method is evaluated with well-known evaluation metric, ROUGE
score [14] for evaluating the summarization outputs.

3.3 Comparative methods

We have compared the proposed method with the state-of-the methods of CL-
SciSumm 2016 and CL-SciSumm 2017, these methods can be found in [11] and
[10], respectively.

4 Results and Discussions
4.1 Results with CL-SciSumm 2016 Dataset

The results of the proposed method on the CL-SciSumm 2016 data set are shown
in Table 1. This table is divided into two parts: (a) results of the proposed method
using different features, (b) best results as compared with the state-of-the-art
systems [11] of CL-SciSumm 2016. From these Tables it can be concluded that,
the proposed method has better scores for the human summary and community
summary, whereas, for the abstract summary, it lacks behind by only one system,
namely, sysSPARAT. For the human summary, feature F2 is the most contribut-
ing feature. The proposed method has attained the highest ROUGE-SU4 score of
0.190, whereas the highest score reported in existing methods is 0.136. Our pro-
posed approach has attained 39.70% improvement in terms of the ROUGE-SU4
score. For community summary, also, F2 is the most important feature, and our
proposed approach has attained the highest ROUGE-SU4 score of 0.240, whereas
the highest score reported in existing systems for CL-SciSumm 16 dataset is 0.167.
Our method has obtained 43.71% improvements in terms of ROUGE-SU4. For
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the abstract summary, feature F3 is the best performing feature. Our proposed
approach has attained a ROUGE-SU4 score of 0.308, which is the second-highest
score after sysSPARAT.

Results of the proposed method are compared with some recent systems
developed by Cohan et al. [6]; the corresponding results are shown in Table 2. It
can be concluded from the table that our method performs better in terms of
ROUGE-2 and ROUGE-3 scores except for one supervised model; our approach
is unsupervised; this can be a reason behind the second-best performance. Note
that Cohan et al. [6] have used citation contextualization and discourse facet.
Our method does not use discourse facet as it needs supervised learning; our
method is purely unsupervised in nature.

4.2 Results with CL-SciSumm 2017

The results of the proposed method on the CL-SciSumm 2017 dataset are shown
in Table 3. Similar to Table 1 and Table 2, this table also consists of two parts:
(a) results obtained using various features; (b) best results compared with the
state-of-the-art system (methods) of CL-SciSumm 2017 [9]. It can be concluded
from Table 3 that our proposed method performs better than all other systems
for the community summary. For human summary, our proposed method has
attained the highest ROUGE-SU4 score of 0.234 with 31.46% improvements
over the best existing system, whereas, in terms of ROUGE-2 score, our method
has attained less score in comparison to some of the systems. For community
summary, our method has attained highest scores in terms of ROUGE-2 and
ROUGE-SU4 metrics, which are 15.68% and 59.19% improvements in terms of
ROUGE-2 and ROUGE-SU4 scores, respectively. For the abstract summary, our
method has attained a better score than many methods in terms of ROUGE-2 and
ROUGE-SU4 scores, but those are not the best ones. Note that the abstract is
written by human authors, and our system is based on extractive summarization;
therefore, this could be the reason behind poor performance by the proposed

method.

Table 1. (a). Scores of generated summary in terms of ROUGE-SU4 against human
summary, community Summary and abstract. (b) Comparison of performance of our
proposed method with respect to state-of-the-art methods reported in CL-SciSumm 16
[12] in terms of ROUGE-SU4 metric. Here HS denotes human-summary, CS denotes
community-summary and Abs denotes abstract.

Methods] HS CS Abs Methods HS CS Abs
F1 0.139]0.201[0.193 Sys8SPARA_7 0.136]0.130[0.423
F2 0.190{0.240]0.304 sys3SLMKLI_CCST 0.124]0.095[0.179
3 0.108]0.171[0.115 sys3SLMEQAL_CCS2 [0.121 [0.102[0.214
F4 0.176]0.228 |0.308 sys3SLMKL2_CCS3 0.114[0.095[0.158

sys8SPARA_1 0.112[0.129[0.247
(a) sys8SPARA_S 0.111]0.150]0.244
sys3$TFCCS4 0.101 [0.085 [0.129
sys83PARA_O 0.099 [0.137 [0.177
sys83PARA_4 0.094 [0.162 [0.170

sys103AUTOMATIC [0.092 [0.150 [0.124
sys153 TKERN18 0.090 [0.096 [0.102
sys158TFIDF+ST+SL{0.088 [0.167 [0.092
sys15$TKERN14CE [0.085 [0.129 [0.105
sys103COMMUNITY [0.085 [0.149 [0.111
sys158TKERN11CE 0.082 [0.106 [0.105
sys158TKERN11 0.081 [0.103 [0.107
sysl53 TKERN14 0.080 [0.110 [0.099
sysl53 TKERN18CE 0.071 [0.103 [0.093
sysbSDEFAULT 0.065 [0.082 [0.087
Ssysl6SDEFAULT 0.048 [0.107 [0.053
Proposed Method [0.190[0.240([0.308

(b)
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Table 2. (a). Scores of generated summary against human summary in terms of
ROUGE-2 and ROUGE-3 for CL-SciSumm 16 dataset. (b). Comparison of performance
of our method for human summary with respect to state-of-the-art methods reported
in [6] in terms of ROUGE-2 and ROUGE-3 scores

Methods ROUGE Methods ROUGE-2

ROUGE-2|ROUGE-3 ROUGE-2|ROUGE-3

F1 0.164 0.116 BM25 0.152 0.130

2 0.235 0.175 VSM 0.148 0.127

F3 0.122 0.073 M 0.143 0.126

4 0.220 0.168 QR-ND 0.158 0.136

QR-KW 0.160 0.138

(a) WEq iK1 0.145 0.125

WEy iki + retrofit] _ 0.147 0.137

Supervised 0.175 0.150

Proposed Method| 0.235 0.175

(b)

Table 3. Scores of generated summary in terms of ROUGE-2 and ROUGE-SU4 against
human summary, Community Summary and Abstract. (b) Comparison of our proposed
method with respect to state-of-the-art methods reported in CL-SciSumm 17 [9] in term
of ROUGE-2 (R-2) and ROUGE-SU4 (R-SU4) scores; Here HS denotes human-summary,
CS denotes community summary and Abs denotes Abstract.

Methods HS CsS Abs Methods HS CsS Abs

R-2 [R-SU4[ R-2 [R-SU4[ R-2 [R-SU4 R-2 [R-SU4[ R-2 [R-SU4| R-2 [R-SU4

F1 0.111] 0.177 [0.199] 0.267 [0.146] 0.197 CIST Run 4 0.156 | 0.101 184 0.136 [0.351[ 0.185
F2 0.153[ 0.234 [0.219] 0.264 [0.108] 0.151 CIST Run 1 0.171] 0.111 187 | 0.137 [0.341[ 0.167
F3 0.057] 0.135 [0.164 | 0.218 [0.057| 0.103 CIST Run 6 0.184| 0.110 185 0.141 [0.331[ 0.172
F4 0..070[ 0.121 [0.091] 0.138 [0.080] 0.101 CIST Run 3 0.275] 0.178 .204 ] 0.168 [0.327[ 0.171
CIST Run 2 0.225] 0.147 195 0.155 [0.322] 0.163

(a) CIST Run 5 0.153] 0.118 .1927] 0.146 [0.318 [ 0.178

UPF summa-abs 0.168] 0.147 .190[ 0.153 [0.297 [ 0.158

UPF acl-abs 0.214] 0.161 .191] 0.167 [0.289] 0.163

UniMa Runs 1, 2, 3[0.197[ 0.157 .181] 0.169 [0.265] 0.184

NJUST Run 4 0.206| 0.131 .167] 0.126 [0.258 [ 0.152
UniMa run 4, 5, 6 [0.221] 0.166 .178] 0.174 [0.257 [ 0.191
UniMa run 7, 8, 9 [0.224[ 0.169 .167] 0.167 [0.256 | 0.187
UPF summa-com [0.168] 0.142 .178] 0.143 [0.247] 0.153

CIST Run 7 0.170] 0.133 .163] 0.141 [0.240| 0.154

NJUST Run 2 0.229] 0.154 152] 0.114 [0.214] 0.138

NJUST Run 1 0.190] 0.114 147] 0.101 [0.198] 0.114

NJUST Run 5 0.178] 0.127 119 0.098 [0.192] 0.108

Jadavpur Runl 0.181] 0.129 132 0.119 [0.191[ 0.133

NJUST Run 3 0.162] 0.115 141| 0.127 [0.187[ 0.119
UPF google_abs 0.172] 0.132 143 0.139 [0.170[ 0.108

UPF acl_com 0.217] 0.166 189 0.169 [0.161[ 0.099
UPF summa_hum [0.189[ 0.148 131 | 0.147 [0.144[ 0.091

UPF acl_-hum 0.188] 0.147 132 0.127 [0.124[ 0.102

UPF google_hum | 0.127| 0.101
UPF google_com | 0.120] 0.092
Proposed Method|0.153] 0.234

103 ] 0.109 [0.071] 0.071
.075]| 0.096 [0.052] 0.065
.219] 0.267 [0.146] 0.197

Olo|o|o|o|o|olo| o o of o o o of of o o o of 2| o o 2| <| o

(b)
4.3 Ranked Analysis of the Results

It can be concluded from the previous sections, for CL-SciSumm 2016 and CL-
SciSumm 2017 datasets, no system (Table 1 and Table 3) is the best suited for
the human summary, community summary, and abstract summary. It can be seen
from Table 1 that system sys8 PARAT has the best score for abstract summary
(as shown in Table 1), but it is not the best system for human summary and
community summary. Similarly, if we observe Table 3, system CISTRUN4 is
the best system for an abstract summary in terms of ROUGE-2 score, but it is
not the best system for human summary and community summary generations.
To resolve the ties and analyze the performance of different methods, the ranking
based analysis of all methods (systems) proposed in the CL-SciSumm 2016 is
shown in Table 4 (a), whereas for CL-SciSumm 2017, the same is illustrated in
Table 4 (b). In the ranking table, each method is assigned a rank according to
its performance. Each of the systems is assigned a rank value for the human
summary, community summary, and abstract summary. Finally, each system
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Table 4. Ranking based comparison with state of the art techniques for CL-SciSumm
16 (a) and CL-SciSumm 17 (b); Here AR denotes average ranking.

SOTA HS[CS[Abs| AR SOTA HS CS Abs AR | AR
F2 1 1 1 1.66 R-2[R-SU4[R-2[R-SU4[R-2[R-SU| R-2 |[R-SU4
¥4 22| 2 2 F1 27 2 3 2 22 1 [17.33] 1.66
F1 3 | 3| 7 |4.33| [UNIMA Run 4, 5,6] 5 5 13 1 11 2 [9.66 | 3.66
SysSSPARA_T 4 12 1 [5.66| [UNIMA Run 7,8,9] 4 1 16 9 12 3 [10.66] 5.33
Sys8SPARA 8 98| 5 |7.33 CIST Run 3 1 3 2 7 1 8 [2.33 6
Sys8SPARA_L 8 [13]| 4 |[8.33 F2 23 ! ! T 25 | 16 [16.33] 6
F3 10| 4 | 14 | 9.33 | [UNIMA Run 1,2,3| 9 8 12 5 9 5 10 6
SysSSPARA A 13| 6 | 10 [ 9.66 UPF acl_abs 7 7 6 8 8 11 7 8.66
SysSSPARA_O 12 10 9 [10.33 CIST Run 2 3 11 1 10 5 10 g 10.33
Sys3SLMEQUAL_CCS2| 6 | 19| 6 [10.33 UPF summ_abs | 19 12 7 11 7 12 11 | 11.66
[ sys3SLMKLI_CCSI | 5 |21| 8 [11.33 UPF acl_com 5 6 g 6 21 | 26 |11.66] 12.66
Sysl0SAUTOMATIC |14 7 | 13 [11.33 CIST Run 5 24 22 5 13 6 6 [11.66] 13.66
Sys3SLMKL2_-CCS3 | 7 |22 | 11 [13.33 UPF summ-com | 20 14 14 14 13 | 14 [15.66] 14
Sys10SCOMMUNITY [ 17 ] 9 | 15 [13.66 F3 29 15 17 3 28 | 25 [24.66] 14.33
Sysi6STFIDFISTISL | 16 | 5 | 22 [14.33 CIST Run 7 18 16 18 16 14 | 13 [16.66] 15
sys38TF_CCS4 11 [ 23] 12 [15.33 CIST Run 6 12 26 10 15 3 7 [8.33 16
Sys158TKERN14CE |18 22| 18 | 16 UPF summ_Hum | 11 10 25 12 23 | 27 |19.66] 16.33
Sys158TKERNIICE |10 |16 17 [17.33 CIST Run 4 22 27 11 20 T 4 [11.33] 17
SysI5S TKERNIL 20 17 16 [17.66 NJUST Run 2 2 9 19 25 15 | 17 12 17
SysI55 TKERNIS 1520 19 | 18 CIST Run 1 16 25 9 19 2 9 9 17.66
SysI65 TKERN14 21 14| 20 [18.33 NJUST Run 4 B 18 15 23 10 | 15 11 | 18.66
SysI58TKERNISCE |22 | 18| 21 [20.33 UPF google_abs | 17 17 21 17 20 | 23 [19.33] 19
5ys16SDEFAULT 24 15| 24 | 21 T4 28 21 28 i8 26 | 20 [27.33] 19.66
5ys6SDEFAULT 23 [ 24| 23 [23.33 UPF acl_hum 12 13 24 22 24 | 24 20 | 19.66
Jadavpur, Run 1 | 14 19 23 24 18 | 18 [18.33] 20.33
(a) NJUST, Run 3| 21 23 22 21 10 | 19 [20.66] 21
NJUST Run 5 15 20 26 28 17 | 22 [19.33] 23.33
NJUST Run 1 10 24 20 27 16 | 21 |[15.33] 24
UPF google_hum | 25 28 27 26 27 | 28 [26.33] 27.33
UPF google_com | 26 29 29 29 29 | 29 28 29

(b)
is assigned an average rank, which is the average of the ranks over the human
summary, community summary, and abstract.

For CL-SciSumm 2016 and CL-SciSumm 2017 datasets, the ranking Tables
are shown in Table 4 (a) and Table 4 (b), respectively. It can be concluded from
Table 4 (a) that our proposed method is the best one among all the submitted
systems. On the other hand, from Table 4 (b) for CL-SciSumm 2017 dataset, it
can be concluded that our proposed method is the best among all the systems in
terms of ROUGE-SU4 score. In terms of the ROUGE-2 score, our method is at
17t position in the overall ranking.

5 Conclusion

We present a clustering-based method for scientific document summarization. We
utilize word mover’s distance to extract the citation context. Incorporating differ-
ent features like maximal marginal relevance, sentence position in the document,
among others, helps in the summary generation process. The obtained results
illustrate our proposed method’s efficacy over the state-of-the-art techniques in
most cases. In future, multi-objective optimization-based clustering can be used
for scientific document summarization.
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