Exploring Summarization to Enhance Headline
Stance Detection

Robiert Septlveda-Torres[0000—-0002-2784-2748] ' \[qrtq
Vicentel0000-0002-6996-2465] ' Figtola Saquetel0000-0002-6001-5461]  Rjap,
Lloret!000-0002-2926-294X] "4 Manuel Palomarl0000-0002—1441-7865]

Department of Software and Computing Systems, University of Alicante,
Carretera de San Vicente s/n 03690, Alicante, Spain
{rsepulveda,mvicente,stela,elloret,mpalomar} @dlsi.ua.es

Abstract. The spread of fake news and misinformation is causing se-
rious problems to society, partly due to the fact that more and more
people only read headlines or highlights of news assuming that every-
thing is reliable, instead of carefully analysing whether it can contain
distorted or false information. Specifically, the headline of a correctly
designed news item must correspond to a summary of the main infor-
mation of that news item. Unfortunately, this is not always happening,
since various interests, such as increasing the number of clicks as well
as political interests can be behind of the generation of a headlines that
does not meet its intended original purpose. This paper analyses the use
of automatic news summaries to determine the stance (i.e., position) of a
headline with respect to the body of text associated with it. To this end,
we propose a two-stage approach that uses summary techniques as input
for both classifiers instead of the full text of the news body, thus reducing
the amount of information that must be processed while maintaining the
important information. The experimentation has been carried out using
the Fake News Challenge FNC-1 dataset, leading to a 94.13% accuracy,
surpassing the state of the art. It is especially remarkable that the pro-
posed approach, which uses only the relevant information provided by
the automatic summaries instead of the full text, is able to classify the
different stance categories with very competitive results, so it can be
concluded that the use of the automatic extractive summaries has a pos-
itive impact for determining the stance of very short information (i.e.,
headline, sentence) with respect to its whole content.

Keywords: Natural Language Processing - Fake News - Misleading Head-
lines - Stance Detection

1 Introduction

Headlines are fundamental parts of news stories, summarizing the content and
giving the reader a clear understanding of the article’s content [9]. However,
nowadays, the speed at which information spreads and the degree of information
overload are considered by many to be reaching an unmanageable state [34].
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Therefore, it is tempting to read only the headlines of news and share it without
having read the entire story [15]. In this sense, a headline should be as effective as
possible, without losing accuracy or being misleading [19], in order to maintain
accuracy and veracity of the entire article.

Unfortunately, in practice, headlines tend to be more focused on attracting
the reader’s attention and going viral because of this, despite the lack of veracity
within the information in the body text, thus leading to mis- or disinformation
through erroneous/false facts or headline/body dissonance [6]. Headlines are
considered misleading or incongruent when they significantly misrepresent the
findings reported in the news article [7], by exaggerating or distorting the facts
described in the news article. Some important nuances that are part of the news
body text are missing in the headline, causing the reader to come to the wrong
conclusion. Therefore, the reader cannot discover these inconsistencies if the
news body text is not read [38].

In the research community, the task of automatically detecting mislead-
ing/incongruent headlines is addressed as a stance detection problem, which
implies estimating the relative perspective, i.e., the stance of two pieces of text
relative to a topic, claim or issue [14]. This is done through news body text
analysis, determining the evidences from which the headline has been derived.

In this context, the main objective of our research is to propose a novel ap-
proach that automatically determines the stance of the headline with respect
to its body text integrating summarization techniques in a two-stage classifica-
tion problem, where both the news headline and its corresponding body text are
given as input.

2 Related Work

Triggered by a greater demand for new technologies together with an increase
in the availability of annotated corpora, headline stance detection task quickly
emerged in the context of fake news analysis. In this context, research challenges
and competitions, such The Fake News Challenge'! (FNC-1) [2] were proposed.

FNC-1 was created using Emergent dataset [14] as a starting point [31] and it
aimed to compile a gold standard to explore Artificial Intelligence technologies,
especially ML and Natural Language Processing (NLP), applied to detection of
fake news. The three best systems in this competition were Talos [3], Athene
system [1] and UCLMR [30] in this order. Talos [3] applied a one-dimensional
convolution neural networks (CNN) on the headline and body text, represented
at the word level using Google News pretrained vectors. The output of this CNN
is then sent to a multilayer perceptron (MLP) with 4-class output: agree, dis-
agree, discuss, and unrelated, and trained end-to-end. Using this combination
CNN-MLP, the system outperformed all the submissions and achieved the first
position in the FNC-1 challenge. Outside the FNC-1 competition but using its
dataset other work and experiments have been carried out. [40] addressed the

! http://www.fakenewschallenge.org/ (accessed online 18 March, 2021)
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problem proposing a hierarchical representation of the classes, which combines
agree, disagree and discuss in a new related class. A two-layer neural network
is learning from this hierarchical representation of classes and a weighted accu-
racy of 88.15% is obtained with their proposal. Furthermore, [12] constructed
a stance detection model by performing transfer learning on a RoOBERTa deep
bidirectional transformer language model by taking advantage of bidirectional
cross-attention between claim-article pairs via pair encoding with self-attention.
They reported a weighted accuracy of 90.01%. Outside the FNC-1 Challenge and
dataset, there is other research that also addresses the stance detection tasks,
determining the relation of a news headline with its body text by extracting key
quotes [28] or claims [36].

Turning now into text summarization, its main potential is its ability to ex-
tract the most relevant information from a document, and synthesize its essential
content. In this respect, one of the most outstanding areas in using summariza-
tion techniques is that of news, partly thanks to the development of appropriate
corpora (e.g. DUC, Gigaword, CNN/DailyMail)[8], and the wide range of tech-
niques and approaches to help digest this type of information [26,22,11,41].
Moreover, there is a significant amount of research on the task of headline gen-
eration using summarization techniques [4, 10, 39], and more recently using Deep
Learning [33, 16, 18].

However, to the best of our knowledge, regarding disinformation, summariza-
tion for detecting fake news has only been proposed in [13], where an abstractive
summarization model is applied. In this manner, the news article is first summa-
rized, and the generated summary is used by the classification algorithm instead
of the whole body text, which may be too long, or just the headline, which may
be too short. Considering this aforementioned research results in which the ac-
curacy is higher when using the summary compared to the full body text, our
approach adopts this similar idea where the news article is reduced to its essen-
tial information, and exploits it further within a two-stage classifier to detect
incongruities between headline and the body text of a news article.

3 Approach Architecture

Following the FNC-1 guidelines, the task of detecting misleading headlines tack-
led as a headline stance detection task involves classifying the stance of the
body text with respect to the headline into one of the following four classes: a)
agrees—agreement between body text and headline; b) disagrees—disagreement
between body text and headline; ¢) discusses—same topic discussed in body text
and headline, but no position taken; and, d) unrelated—different topic discussed
in body text and headline.

To address this task, we propose an approach? that involves two-stages, thus
addressing the task as a two-level classification problem: Relatedness Stage, and

2 Implementation available at https://github.com/rsepulveda911112/Headline-
Stance-Detection
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Stance Stage. Figure 1 illustrates the complete architecture. Next, a more de-
tailed description of both stages and the different modules involved in performing
the stance classification is provided.

Body Headline
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Fig. 1. Two-staged architecture devised to tackle the headline stance detection task

3.1 Relatedness Stage

The Relatedness Stage is in charge of determining whether or not the headline
and the body of the news are related. The inputs of this stage are both the text
body and the headline, resulting in a binary classification. The outputs of this
stage are:

— The headlines classified as related or unrelated.
— The summary of the news content, obtained in a relevant information de-
tection module.

For this, three modules are proposed: i) relevant information detection; ii)
relatedness feature extraction; and, iii) relatedness classification.

Relevant information detection module This module aims to create a sum-
mary revealing the important information of the input news article in relation
to its headline. Although different summarization approaches could be used for
this purpose, we opt for the popular and effective TextRank extractive summa-
rization algorithm [24], due to its good performance, execution time and imple-
mentation availability. 3 This algorithm represents the input text as a graph,
where the vertices represent the sentences to be ranked, and the edges are the
connections between them. Such connections are determined by the similarity

3 https://pypi.org/project /sumy/
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between the text sentences measured with respect to their overlapping content.
Then, a weight is computed for each of the graph edges indicating the strength
of the connection between the sentences pairs/vertices linked by them. Once the
graph is built, a weighted graph-based ranking is performed in order to score
each of the text sentences. The sentences are then sorted in reversed order of
their score. Finally, the top ranked sentences, in our case five, are selected to be
included in the final summary.

Relatedness Feature Extraction This module is focused on computing sim-
ilarity metrics between the generated summary and the given headline. The
computed features, which will be used in subsequent module, are:

— Cosine similarity between headline and summary TF-IDF vector without
stop word [27].

— Overlap coefficient between headline and summary without stop words [23].

— BERT cosine similarity between headline and summary. We use sentences
transformer [29].

— Positional Language Model (PLM) salience score between headline and sum-
mary, which has been shown to be effective for relevant content selection [35]

— Soft cosine similarity between headline and summary without stop words.
We use word2vec vector [25].

Relatedness classification This module exploits the relatedness features pre-
viously computed, as well as the automatic summary to finally classify the head-
lines as related or unrelated. The proposed architecture is flexible to choose any
model that allows classifiers to be improved.

In this case, the design of the relatedness classification module is based on
fine-tuning the RoBERTa (Robustly optimized BERT approach) pre-trained
model [21], applying a classifier to its output afterwards.

First, the headline and the summary are concatenated and processed with the
RoBERTa model. The resulting vector is consecutively multiplied by the three
features (Cosine similarity, Overlap coefficient, BERT cosine similarity, PLM
salience score and Soft cosine similarity) to finally carry out the classification
using a Softmax activation function in the output layer.

Specifically, we have chosen RoOBERTa Large model (24 layer and 1024 hidden
units) since it achieves state-of-the-art results in General Language Understand-
ing Evaluation (GLUE) [37], Reading Comprehension Dataset From Examina-
tions (RACE) [20] and Stanford Question Answering Dataset (SQuAD) bench-
mark. Similar to [12,32,21], in this work we fine-tune RoBERTa to efficiently
address a task that involves comparing sentences.

In our model, the hyperparameter values are: maximum sequence length of
512; batch size of 4; training rate of le-5; and, training performed for 3 epochs.
These values were established after successive evaluations, following previous
experiments on this model [12, 32, 21],
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3.2 Stance Stage

Once our approach has been able to identify the headlines that are related to
their source text, the main goal of this stage is to determine their type considering
the remaining stances: agree, disagree or discuss. Therefore, the claim made in
the headline can be finally classified into one of three classes left.

The inputs of this stage are:

— The headlines classified as related.
— The summary of the news content.

These classified headlines together with the unrelated headlines determined
before, will comprise the final output for the whole approach. To achieve this,
this stage comprises the following modules:

Stance Feature Extraction In this module, polarity features of the headline
and the summary are computed using NLTK tool [5].

— Polarity positive and negative of the headline (Pol_head_pos, Pol_head neg).
— Polarity positive and negative of the summary (Pol_sum_pos, Pol_sum _neg).

Stance classification Similar to the Relatedness classification module, this
stage has been build using RoOBERTa as foundation, selected as the model able
to improve the classification. In this case, the four features of the stance feature
extraction module are added, two dense layers are included to reduce dimensions
and, finally, the Softmax classification layer. The hyperparameters of the model
used in this classifier are the same as those of the Relatedness classification,
except for the classification output which in this case is of three classes: agree,
disagree, discuss. In all this classification process, the automatic summaries pre-
viously generated with TextRank are used.

4 Evaluation and Discussion

The evaluation of our proposed approach is conducted over the Fake News Chal-
lenge dataset (FNC-1) whose instances are labeled as agree, disagree, discuss
and unrelated. The dataset contains 1,683 news with their headlines and was
split into a training set (66.3%) and a testing set (33.7%), where neither the
headlines nor the body text overlapped.

To measure our approach’s performance, a set of incremental experiments
were conducted, where each of the two stages of the proposed architecture were
first evaluated independently, and then, the whole approach was validated. By
this means, we can first measure the effectiveness of this stage in isolation, also
conducting an ablation study to verify whether or not the features used in each
of the stages of the classifier make a positive contribution.

In addition to the average accuracy and Relative Score metric originally
proposed in the FNC-1 challenge,* we also take into account the F| class-wise,

4 This metric assigns higher weight to examples correctly classified, as long as they
belonged to a different class from the unrelated one.
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and a macro-averaged F1° (Fym) metrics [17]. The advantage of these additional
metrics is that it is not affected by the size of the majority class.
Table 1 shows the performance obtained in Relatedness Stage (first classifier).

F1 Score Fim
System Related Unrelated

Relatedness Stage FNC-1-Summary  98.22 99.31 98.77

Table 1. Relatedness classification results using automatic summaries

The ablation study for this stage consisted on performing five different ex-
periments removing each time one specific feature with the aim of gain better
insights on how each of these features contribute to the proposal. Results are
shown in Table 2 and indicate that the most influential feature for the classifica-
tion is the Cosine similarity since the experiment that does not use this feature
obtains the worst results, although the classification results are still very high.

F, Score Fim
Removed feature Related Unrelated
Cosine similarity 97.52 99.04 98.28
BERT cosine similarity 97.66 99.11 98.38
PLM salience score 97.91 99.19 98.55
Owverlap coefficient 98.04 99.24 98.64
Soft cosine similarity 98.05 99.26 98.66

Table 2. Ablation study results for the features used in the Relatedness Stage

Concerning the validation of the Stance Stage in isolation, only the examples
tagged as related from the FNC-1 Gold-Standard are used. Table 3 shows the
performance results obtained in the Stance Stage (second classifier).

F, Score Fim
Removed feature Agree Disagree Discuss
Stance Stage FNC-1 74.54 64.54 87.69 75.59

Table 3. Stance Stage results

As we did with the Relatedness Stage, an ablation study (Table 4) was carried
out, where the Stance Stage classifier was tested removing each of the proposed
features (Pol_-head_pos, Pol_head_neg, Pol_sum_pos, Pol_sum_neg). The included

5 This is computed as the mean of those per-class F scores.
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features clearly show their positive influence in the performance of the classifier.
In this case the most influential feature for the classification is the Pol_head_pos.

F; Score Fim
Removed feature Agree Disagree Discuss
Pol_head_pos 71.64 56.99 87.10 71.91
Pol_head_neg 72.19 58.84 88.12 73.05
Pol_sum_neg 71.68 61.31 88.11 73.70
Pol_sum_pos 73.08 59.94 88.26 73.76

Table 4. Ablation study results for the features used in the Stance Stage

Finally, the results of the whole approach, which integrates the Relatedness
and Stance classifiers together with the sole use of automatic summaries for these
two classifiers are shown in Table 5. This table contains the performance for the
class-wise Fy, macro-average Fym, accuracy (Acc.) and the relative score (Rel.
Score). Moreover, it also provides the results obtained by competitive state-of-
the-art systems together with additional configurations that were also tested.

F; Score Fim Acc. Rel.
Score
System Agree Disagree Discuss Unrelated
Talos [3] 53.90 3.54 76.00 99.40 58.21 89.08 82.02
Athene [1] 48.70 15.12 78.00 99.60 60.40 89.48 82.00
UCLMR [30] 47.94 11.44 74.70 98.90 58.30 88.46 81.72
Human Upper Bound [1] 58.80  66.70 76.50 99.70 75.40 - 85.90
Dulhanty et al. [12] 73.76 55.26 85.53 99.12 78.42 93.71 90.00
Zhang et al. [40] 67.47 81.30 83.90 99.73 83.10 93.77 89.30
OurApproach-1stage 71.64 53.31 85.25 99.29 77.37 93.58 89.92
OurApproach-2stages 74.22  64.29 86.00 99.31 80.95 94.13 90.73

Table 5. Complete approach performance and comparison with state-of-the-art sys-
tems

The 3 first rows are the top-3 best systems that participated in the FNC-1
challenge, calculated using the confusion matrices and results published [30] or
made available by the authors. 6,7

The fourth row corresponds to the Human Upper Bound [1], and is the result
of conducting the FNC-1 stance detection task manually.

Next, the fifth and sixth rows include the results of recent approaches [40, 12]
that also addressed the headline stance detection task using the FNC-1 dataset,
but did not participate in this challenge. Since there was no public code available,
these results were also calculated from the confusion matrices provided in their

respective papers.

5 https://github.com/hanselowski/athene_system/ (accessed online 15 March, 2021)
" https://github.com/CiscoTalos/fncl (accessed online 15 March, 2021)
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The seventh row indicates the results for our approach but configured only
as a single classifier (OurApproach-1stage). Finally, the last row belongs to our
approach, using our proposed two-stage classification (QurApproach-2stages).
Regardless whether the classification is conducted in 1 or 2 stages, both ap-
proaches use for the whole process the features extracted and the summaries
created from the full body text.

As can be seen in Table 5, QurApproach-2stages is competitive enough with
respect to the other systems, given that it only uses short summaries for the
classification process, and not the full body text as the other systems use, so the
information reduction does not imply a high loss in the results obtained, being
better than the FNC-1 participants, and the human upper bound. Furthermore,
the results also validate the fact that dividing the classification into two stages
is beneficial and yields better performance with respect to using our proposed
model with a single classifier (rows 7th and 8th), especially for detecting dis-
agreement between the headline and the news article. At this point, it is worth
noting that the results previously obtained with the independent evaluation of
the Stance Stage are slightly better the ones of whole approach (see Table 3).
This was already expected since errors derived from the Relatedness Stage were
avoided in the former, simulating an ideal environment.

Whereas our approach outperforms the other automatic systems in terms of
agree and discuss classes, accuracy, and relative score, it was outperformed in
the disagree class by [40] and in the unrelated class by top-3 best systems that
participated in the FNC-1 challenge and [40]. When the results obtained by the
participants in the FNC-1 competition are analyzed independently for each of
the classes, it can be seen that except for the classification of unrelated headlines
—whose results are close to 100% in F1 measure, and this happens also for the
remaining approaches as well— for the remaining classes, the results are very
limited. The systems that participated in the FNC-1 competition have a very
reduced performance especially in detecting the disagree stance, whereas the
detection of agree is around 50% in F1 measure and for discuss around 75% for
the best approach. Outside the FNC-1 competition, the performance increases in
all categories, being the disagree category one of the most challenging to classify,
in which only the approach proposed in [40] obtains surprisingly high results for
this category compared to the remaining methods.

5 Conclusions and Future Work

This paper presented an approach for stance detection, i.t., for automatically
determining the relation between a news headline and its body. Its novelty relies
on two key premises: i) the definition of a two-stages architecture to tackle
the stance classification problem; and ii) the use of summarization instead of
the whole news body. To show the appropriateness of the approach, different
experiments were carried out in the context of an existing task —Fake News
Challenge FNC-1—, where the stance of a headline had to be classified into one
of the following classes: unrelated, agree, disagree, and discuss. The experiments
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involved validating each of the proposed classification stages in isolation together
with the whole approach, as well as a comparison with respect the state of the
art in this task.

The results obtained by our system were very competitive compared to other
systems obtaining 94.13% accuracy, as well as the highest result in FNC-1 rel-
ative score compared with the state of the art (90.73%). Given that the use of
summaries provided good results in this preliminary research, as a future goal, we
would like to study more in-depth the impact of the summarization techniques
in the stance detection process, by using other summarization approaches, or
analysing how the length of the summaries affect the performance of the ap-
proach, among other issues to be researched. Moreover, we also plan to include
in our stance detection approach, new learning strategies and discourse aware
techniques, with the final aim to help to combat online fake news, a societal
problem that requires concerted action.
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