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Abstract. In order to justify rulings, legal documents need to present
facts as well as an analysis built thereon. In this paper, we present
two methods to automatically extract case-relevant facts from French-
language legal documents pertaining to tenant-landlord disputes. Our
models consist of an ensemble that classifies a given sentence as either
Fact or non-Fact, regardless of its context, and a recurrent architecture
that contextually determines the class of each sentence in a given doc-
ument. Both models are combined with a heuristic-based segmentation
system that identifies the optimal point in the legal text where the pre-
sentation of facts ends and the analysis begins. When tested on a dataset
of rulings from the Régie du Logement of the city of ANONYMOUS, the
recurrent architecture achieves a better performance than the sentence
ensemble classifier. The fact segmentation task produces a splitting in-
dex which can be weighted in order to favour shorter segments with few
instances of non-facts or longer segments that favour the recall of facts.
Our best configuration successfully segments 40% of the dataset within
a single sentence of offset with respect to the gold standard. An analysis
of the results leads us to believe that the commonly accepted assumption
that, in legal documents, facts should precede the analysis is often not
followed.

Keywords: legal document - text classification - text segmentation.

1 Introduction

Understanding the rationale behind a particular ruling made by a judge is a
complex task that requires formal legal training in the relevant case law. Never-
theless, the rulings are still made using traditional methods of human discourse
and reasoning, including default logic (Walker, Lopez, et al. |[2015)), deontic logic
(Dragoni et al. |2015)), and rhetoric (Wald [1995)). In particular, knowing all the
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relevant facts surrounding a case is of the utmost importance to understand the
outcome of a ruling, as they are necessary to arrive at the best-possible decision,
since facts are what give way to what is usually called the Best Evidence (Stein
2005; Nance (1987).

Within a ruling, however, determining what constitutes a fact, as opposed to
other types of content that motivate and illustrate a judge’s decision, is also a
matter that requires formal training. Figure[1| shows a sample from our dataset.
As the figure shows, a variety of linguistic factors, such as specialised terminology,
textual structure, linguistic register, as well as domain knowledge, make the
ruling stray from more general-domain texts. As such, fact extraction from legal
texts is time consuming, expensive, and requires legal expertise. Additionally,
as Westermann et al. (2019) have shown, even amongst trained experts, inter-
annotator agreement tends to be low. For example, in the task of labelling a
corpus of rulings with a pre-established set of labels on the ruling’s subject
matter, Westermann et al. (2019) reported low inter-annotator agreement and
suggested that its cause might be the general vagueness and lack of explicit
reasoning in the texts.

This paper proposes an automatic method to identify and segment facts in
texts of rulings. The extraction of facts from a ruling is performed by classifying
each sentence in the text as either belonging to the facts or not; this is followed
by the identification of the boundary between the segment that holds the facts
and the segment that holds everything else. To this end, we use two different
approaches based on Deep Learning (DL) to perform the sentence classification
task: a sentence ensemble classifier, which individually takes each sentence
in the corpus and classifies it either as fact or non-fact, regardless of its context,
and a recurrent architecture, which encodes each document in the corpus as
a binary string, where each sentence is classified as fact or non-fact as a function
of its context[]

2 Related work

The use of Natural Language Processing (NLP) to mine judicial corpora is not
new; however, very little work has used neural methods, as most of the cited lit-
erature uses rules or hand-crafted features to perform their stated tasks. Maat,
Winkels, and Van Engers (2006) developed a parser that automatically extracts
reference structures in and between legal sources. A few years later, Maat and
Winkels (2009) developed a model based on syntactic parsing that automati-
cally classifies norms in legislation by recognising typical sentence structures.
Dell’Orletta et al. (2012) proposed a shared task on dependency parsing of le-
gal texts and domain adaptation where participants compared different pars-
ing strategies utilising the DeSR parser (Attardi 2006) and a weighted directed
graph-based model (Sagae and Tsujii 2010). Grabmair et al. (2015) demon-
strated the feasibility of extracting argument-related semantic information and

1 The source code is publicly available at https://gitlab.com/Feasinde/
fact-extraction-from-legal-documents
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Original sentence English translation Tag
.. As the mandate provided at the
Comme le mandat fourni a .
L hearing by Ms. <NAME> em-
laudience par Madame <NAME> .
B . anates from <ORG>, who is not
émane de <ORG>. qui n’est pas le
L , the real landlord, the mandate does Fact
véritable locateur, ce mandat n’est . .
C . not comply with section 72 of the
pas conforme a larticle 72 de la . L.
. . Act respecting the Régie du loge-
Loi sur la Régie du logement.
ment.
Rien ne prouwve par ailleurs There is also no evidence that
que <NAME> est employée de <NAME> is an employee of
<ORG> et <ORG> puisque ces <ORG> and <ORG> since these Fact
compagnies ne lui ont pas donné companies did not give him a
de mandat. mandate.
Ceci  étant dit, revenons a
lUargumentation  de  Monsieur That said, let us return to the argu-
<NAME> et de  Madame ment of <NAME> and <NAME>
<NAME> woulant que toutes that all of these companies are non-Fact
ces compagnies soient liées entre  linked and can represent the other
elles et puissent représenter 'autre  without further formality.
sans plus de formalité.
Cet argument ne tient pas; en ef- .
v : ; This argument does not hold; even
fet, méme si les compagnies sont . .
o N if the companies are managed by
dirigées par les mémes personnes .
, s - . the same people and one is the ma-
et que l’une soit lactionnaire ma- non-Fact

jority shareholder of the other, the
fact remains that they are separate
legal entities.

joritaire de l'autre, il n’en demeure
pas moins qu’il s’agit d’entités ju-
ridiques distinctes.

Fig. 1: Example of sentence classification as either stating a case Fact or non-
Fact. (English translations provided by the authors. Proper names redacted.)

used it to improve document retrieval systems. Walker, Han, et al. (2017) in-
troduced an annotated dataset based on propositional connectives and sentence
roles in veterans’ claims, wherein each document is annotated using a typology
of propositional connectives and the frequency of the sentence types that led
to adjudicatory decisions. Jaromir Savelka and Ashley (2017) used Conditional
Random Fields (CRF) to extract sentential and non-sentential content from de-
cisions of United States courts, and also extract functional and issue-specific seg-
ments (Jaromir Savelka and Ashley 2018), achieving near-human performance.
Finally, Dragoni et al. (2015) performed rule-extraction from legal documents
using a combination of a syntax-based system using linguistic features provided
by WordNet (Miller [1995)), and a logic-based system that extracts dependencies
between the chunks of their dataset. Their work is closely related to our task;
however, whereas Dragoni et al. (2015) base their model on syntactic and logi-
cal rulesets, we base our model on Recurrent and Convolutional Neural models,
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introduce our own segmentation heuristic, and use independent and contextual
word embeddings (Mikolov et al. 2013} Martin et al. 2019).

Outside the frame of legal texts, semantic sentence classification has recently
achieved new benchmarks thanks to the application of neural methods. The
use Recurrent Neural Networks (RNN), and their derivative recurrent archi-
tectures (in particular encoder-decoder models (Cho et al. |2014)), has steadily
produced results that outperform traditional models in many NLP tasks such
as Machine Translation, Question Answering and Text Summarisation (eg the
Attention mechanism Bahdanau, Cho, and Bengio 2014] and the Sequence-to-
Sequence model (Sutskever, Vinyals, and Le 2014)), two of the most important
architectural developments in RNNs). Sentence classification using Deep Learn-
ing (DL) was first proposed by Kim (2014), who used Convolutional Neural
Networks (CNN) and showed that their models outperformed classical models
on many standard datasets. Their work was quickly followed by the applica-
tion of RNN architectures for similar tasks, including those of Lai et al. (2015]),
Zhang, Zhao, and LeCun (2015, and Zhou et al. (2016). A major breakthrough
was achieved with the Transformer (Vaswani et al. [2017)), whose non-recurrent,
Multi-Head Attention architecture allowed for richer language model represen-
tations that capture many more linguistic features than the original attention
mechanism. Subsequently, Google’s BERT (Devlin et al. 2018) has given way to
a whole new family of language models able to produce state-of-the-art contex-
tual embeddings for both individual tokens in a sentence and for the sentence
itself. The following paragraphs will explain these architectures in detail.

3 Methodology

3.1 The dataset

The current work was developed as part of the JusticeBot project. JusticeBot
aims to provide a gateway to law and jurisprudence for lay people (Westermann
et al. [2019) through a chatbot where users can seek remedies to terminate their
lease because of landlord-tenant disputes. The chatbot was developed using a cor-
pus of 1 million written decisions in French, provided by the Régie du Logement
of the city of Montréal. One of the numerous tasks related to the development
and training of the chatbot is the extraction of case-related facts from a given
document in the corpora.

The dataset used for fact extraction consists of a subset of the Régie du
Logement’s corpus and includes 5,605 annotated rulings; these were selected
from the original dataset because they include an explicit separation between
two distinct sections: Facts and Analysis, as determined by the original author of
the ruling (the judge), and delimited by appropriate headings. These two sections
have been used as gold standard annotations to train and test our model. The
Facts section should consist of all the case-relevant facts on which the ruling
is supported, while the non-Facts should contain the analysis and discussion
of the facts that ultimately lead to the resolution presented in the document.
Table [[l shows statistics of the dataset.
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Number of documents 5,605
Total number of sentences 454,210
Total number of sentences in Facts segments 239,077
Av number of sentences in Facts segments 36.25
Total number of sentences in non-Facts segments 215,133
Av number of sentences in non-Facts segments 32.62

Table 1: Statistics of the dataset

As Table [I] shows, Fact and non-Fact segments are similar both in terms
of average number of words per sentence and average number of sentences per
segment, which is why the process of detecting either cannot rely on simple word
or sentence statistics.

3.2 Sentence Classification

Given a document, the first step in our approach is to represent its contents as a
binary sequence, where sentences that include case-related facts are represented
by continuous sub-sequences of 1’s and the sentences containing everything else
are represented by continuous sub-sequences of 0’s. In order to produce this bi-
nary encoding of the document, we examine two methods: a sentence ensemble
classifier method, and a recurrent architecture method.

The sentence ensemble classifier The sentence ensemble classifier method
processes a given document as a collection of sentences whose classes are inde-
pendent of one another. Each sentence in the corpus, regardless of the document
in which it is found, is classified as either fact or non-fact using an ensemble
model consisting of the combination of a Gated Recurrent Unit network (GRU)
(Cho et al. [2014)) and a Convolutional Neural Network (CNN). The process
is illustrated in Figure 2] In the recurrent part of the classifier (Figure [2a), a
tokenised sentence is passed through an Word2Vec embedding layer (Mikolov
et al. 2013) whose outputs are passed into a stack of GRU layers, producing a
context vector h(TR); In the CNN part of the classifier (Figure , the input is
a tensor of size 1 x T' x k, where T is the sequence length, and k is the size of
the word vector. The output feature maps are passed through a 1-D Max Pool
layer that produces an output vector hgﬂc). The concatenation of hqu) and h%C)
(Figure is passed through an affine layer with a softmax activation function

to produce the probability of the sentence being Facts.

The recurrent architecture The recurrent architecture approach tries to de-
termine whether a sentence is classified as fact or non-fact by using the sentences
around it. We experimented with two different models to process a given docu-
ment: a bidirectional GRU and an Encoder-Decoder model using an Attention
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Fig. 2: Architecture of the sentence ensemble classifier.

mechanism (Bahdanau, Cho, and Bengio 2014). The process is illustrated in Fig-
ure[3] The input document is split into sentences, and each sentence is vectorised
using the CamemBERT language model (Martin et al. [2019)). The bidirectional
GRU model produces an output (h—z and ITJ) at each time step as a func-
tion of the previous and following steps, and the sentence input; after this, the
output is passed through a affine layer with a binary output. The encoder of
the attention mechanism is similar to this architecture, except the output
of the bidirectional GRU is gathered as an input matrix H and passed to the
decoder such that each time step output becomes a weighted function of every
other token in the input sequence. The networks are trained so that the outputs
correspond to the binary representation of the document.

3.3 Text segmentation

Once each sentence is classified as fact (1) or non-fact (0), the next step is to
optimally divide the sequence into two substrings, each representing the Facts
and non-Facts segments of the ruling. Figure [ illustrates this. To perform the
segmentation, we establish the following propositions:

Let L represent the number of sentences document.

— Let Ly represent the number of sentences in its Facts segment.

— Let ny represent the number of Facts sentences found in Ly (such that
np < Ly).

— Define py = £ as the purity of L.
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Fig.4: Visual representation of the segmentation of the binary string where 1
refers to a sentence classified as fact and 0 as non-fact. In this example, L = 13,
L=24and ny =12

Maximising L is equivalent to maximising the recall of facts in the segmen-
tation, and maximising py ensures the segmentation corresponds as closely as
possible to the gold standard. Hence, our approach aims at maximising both L ¢
and py. This can be described as the following optimisation problem:

max J(Ly) = max (aLy + Bpy) (1)

where J is a loss function of Ly, and o, 8 € R are arbitrary weights representing
the importance of each term. We can rewrite and differentiate Equation [I| to find
an expression that optimises L:

Ly =20 @

Equation [2]indicates that there is a linear relation between the purity (py) of
a substring and its length (L ). Therefore, for all possible substrings of length L,
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in the original string, we select the one that maximises ps. Since any substring
comprised exclusively of 1’s will have a trivial purity py, = 1, we select Ly, that
maximises py such that py # 1.

By considering the problem of finding the optimal segmentation point as
extracting the substring with the highest purity from a binary representation
of the document, our model can compute a splitting index, [, which can be
empirically weighted by a factor, v g in order to favour either shorter or
longer substrings. Shorter substrings will be purer, favour precision, and will
contain few instances of non-Facts, while longer substrings will favour the recall
of sentences containing facts. Hence, we can compute the weighted splitting
index: Ly =+l

4 Results and discussion

4.1 Results of the sentence classification task

Recall from Section that we evaluated the approach with a dataset of 5,605
rulings from the Régie de Logement of the city of Montréal. The dataset was
randomly split into fractions of 90% and 10% for training and testing respec-
tively. Using the standard classification metrics, we obtained the results shown
in Table [2| As shown in Table |2| the ensemble model reached an F; of 77%,
where as the GRU and the Attention models reached 99% and 90% respectively.
Given the low performance of the ensemble, we experimented with a data aug-
mentation technique. We used part-of-speech lexical substitution for data aug-
mentation (PLSDA) (Xiang et al.|2020)), generating new sentences by randomly
replacing POS-annotated tokens in a given sentence with syntactically identical
synonyms. We used the spaCy tokeniser and annotator (Honnibal and Montani
2017) and WordNet (Miller [1995). We observed no considerable improvement in
our performance when doubling the number of training instances.

As Table [2] the recurrent architecture’s improved performance suggests that
contextually determining whether a sentence is fact or non-fact is a much better
approach than assuming individual sentences are independently distributed from
one another.

Model Accuracy Precision Recall F;

Ensemble 0.79 0.78 0.76 0.77
Ensemble (PLSDA) 0.79 0.78 0.76 0.77
GRU 0.98 098  0.99 0.99
Attn 0.92 0.91 0.92 0.90

Table 2: Intrinsic performance of the sentence classification task
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4.2 Results of the text segmentation task

We evaluated the text segmentation on the test set of documents (660) using the
headings separating Facts and non-Facts as gold standard and using both the
augmented sentence ensemble classifier and the recurrent architecture methods.
Given a value of ~, for each document, we compute its corresponding splitting
index Ipreq and split the text according to the weighted splitting index L.. We
then compute the percentage of sentences by which the resulting text is off
compared to the gold standard of number of sentences in the Facts section.
Results are shown in Table [3l

Offset Offset
<—4-4-3-2-1 0 1234>4 <—4-4-3-2-1 0 1234>4
0.6 6022516 8 3 3 2010 O 0.6 51744602310 3 1000 2
0.8 5702530 713 6 1330 2 0.8 31974758977 16 1321 3
v 1 529192621151113835 10 v 1 176 8 2 63040816140 9
1.2] 52521242216 911868 10 1.2 137 2 7 730 44517041 10
14| 52017262116 1113697 14 14| 112 2 2 933 46816332 10
(a) Sentence Ensemble Classifier (b) Recurrent Architecture: GRU
Offset

<—4-4-3-2-1 012 34>4

0.6| 51842572111 52001 3

0.8/ 32670739074 15 1 5 00 6

v 1 179 8 4 54638515 4 40 10

1.2| 140 212 750 40614 8 92 10
14| 112 2 6 766 4131710111 15

(c) Recurrent Architecture: Attention

Table 3: Different values of v and the number of sentence by which the predicted
segmentation is off with respect to the gold standard. Bold indicates the number
of documents obtained at the expected splitting index for v = 1.

Table (3| shows the number of documents that fall within a distance (in sen-
tences) from the expected index, given a weighting value of . For example, as
shown in Table[3D] for the GRU recurrent architecture at v = 1, 408 of the docu-
ments (61%) are segmented exactly where the gold standard indicates, while 454
documents (304408416, 68% of the test dataset) fall within a single sentence of
difference with respect to the gold standard; nevertheless, 176 documents (27%)
have their index underestimated and fall short of the target, having more than
4 sentences fewer than the gold standard. Increasing the value of 7 favours the
recall of sentences annotated as Facts, but the percentage of documents whose
segmentation falls short by more than 4 sentences does not decrease as quickly
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as the percentage of overestimated segmentations; for v = 1.4, the number of
underestimated segmentations by a margin greater than 4 is still 112 (17%).

For the different values of v, the distribution of offsets presents a large num-
ber of underestimated splitting indices, which suggests that the distribution of
fact sentences and non-fact sentences does not actually follow our base assump-
tion, namely, that facts should always give way to analyses. The gold standard
expects us to find many more facts after the predicted splitting index, weighted
or otherwise, which suggests that some cases either contain an imbalance of
facts and analyses or contain facts and analysis interspersed with each other on
a larger scale than expected.

5 Conclusion

This paper presented a method to automatically extract case-relevant facts in
French-language legal documents pertaining to tenant-landlord disputes using
text segmentation. We used two approaches based on classifying the sentences
of a given document as either facts or non-facts: considering each sentence as
independent from all others, and using the context in which the sentence is found
to predict its class. Subsequently, we used a metric based on the purity of the
facts substring to find an optimal splitting index and perform the segmentation

Experiments with French-language rulings of the Régie du Logement of the
city of Montréal produced a significant number of underestimations (up to 27% );
this seems to indicate that the standard assumption that the discourse structure
should be such that all facts will precede the analysis is not always followed.
Indeed, our text segmentation approach, based on the heuristic of maximising
the density of facts on the purported facts segment of the ruling, has shown that
the distribution of facts is not usually concentrated in the first segment of the
text.

Our work has considered sentences as the unit of classification; a sentence that
contains facts is considered fact-bearing even if it might also contain analysis.
Future work might explore a more fine-grained intra-sentence analysis in order to
find smaller fact-bearing units than sentences. Additionally, future work should
also involve the classification and rearrangement of sentences, perhaps by means
of standard automatic summarisation techniques (Nenkova and McKeown [2012),
in order to produce coherent paragraphs that both maximise the purity of a
substring and the recall of facts. Finally, rather than segmenting legal documents
as a single fact-analysis block, it might be worth considering breaking them down
into smaller fact-analysis constituents.
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