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Problematic:
NL-question-driven Query Refinement
Usually large set of snippets/documents have to be consulted
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DARSWEr prediction! ...

- ——
JFJH ifies and extracts thesesubstrings (called therAP-phrases)
fromilalset of snippets/text fragments
= \/\/r GhlarEleither Paliaphrases O substings ofi the NL questlon o)
— Whriler eopitzligl eGlat s e rsicile
=NENgl, ,Who is the primer minister of Great Britain ?"
51 Possible AP-phrases: ,United Kingdom", , Tony Blair*

> J\Jo'r}c?i
= @fiten) the first N-snippets do not contain the answer and even point to

e _,__answerless documents (we cannot rely on the first 3-5
;-_::':-ﬁ* snlppets/documents ~ |ow MRR of snippets)

— We need to consider several snippets/documents in order to make use
of- redundancy (only checking the first is not enough even if it contains
the answer)

— Snippets are usually not very much linguistically well-formed
— They are computed online with very fast, but cheap methods




Where is the tal conference series taking place in 2006 ?

GO Lnge where is the tal conference series taking plaj | Suche | Seltete Suche

Web Eilder Gro

Einstellungen
Suche: @ DasWeb O Seiten auf Deutsch © Seiten aus Deutschland

Web Ergebnisse 1 - 10 von

Meinten Sie: where is the tall conference series taking place in 20067

President Discusses Democracy in Iraq with Freedom House - [ Dieze Seite Dbersetzen ]
This month I've given a series of speeches on recent events in Irag and how ... As Feter

mentioned, there is a philosophical debate taking place inthe ...

weeed whitehouse govinews/releases/2006/03/20060329-6 html - 102k -

Im Cache - Ahnliche Seiten

President Discusses War on Terror, Progress in lrag in West Virginia - [ Dicze Seite Ubersetzen ]
And there was some awful violence, some reprisals taking place. ... | spoke in Cleveland,

Jave a press conference yesterday - spoke in Cleveland Monday, ...

wie wihitehouse govinews/releases/2006/03/200603222-3 html - 88k -

I Cache - Ahnliche Seiten

[ Weitere Ergebnisse von wwiw whitehouse.goy ]

Konferenser - Conferences - [Diese Seite ibersetzen ]

The main purpose of the TAL conference series is to bring together ... Do we fully understand
the changes which are taking place and appreciate the threats ...

wwiy T0lk.SL.5e/0B07-12 html - 204k - Im Cache - Ahnliche Seiten

Expert System - News - [ Diese Seite Ubersetzen ]

"TAL Conference 2006" at the Ministry of Communications ... Expert System at the workshop
taking place in Eclogna within the eCitizen European project ...

Wint expertsystem itvetrinanews asp?lang=18&id=1536 - 22k - Im Cache - Ahnliche Seiten

Informed Comment - [ Dicse Seite bersetzen ]
“I'was impressed by him," said Bush during a press conference. ... to attack Turkmen in Tal
Afaris also notwise from the point of wiew of ethnic politics. ...




Z-Ma... % LED Deutsch-Englisch. .. [] *BinZredtIvE homep. .. 3] IntAck - Home page | | DFEI - Experimental ... Jouanticaf ;) Exalead ;_‘,’ Sequence - Evolution ... [ | Common Ser

conference series kaking pla... | || DFKI - Experimental Question Answer...

DFET - MULTI LINGUAL WEB QUESTION ANSWERING SYSTEI]

Enter Your Question: where is the tal conference series taking place in 2006

WHERE 15 THE TAL CONMFEREMNCE SERIES TAKIMG PLACE

1. [18.6748] FOLLOWING AN EXPLOSION IN THE CITY OF AFAR OM 9 MAY MANY CIVILIAN IRAQI MINORITIES TOOK PLACE 27 MAY
< FOLLOWING AM EXPLOSION IMN THE CITY OF AFAR OM 9 MAY MAMY CIVILIAN IRACQI MINORITIES TOOK PLACE 27 MAY 2006 . THE COMFERER

< htkps S anirag org fdocurents fhr 3 20report 3 20may 362 0jun 36202006 %62 0en odf

2. [13.8904] TO ATTACK TURKMEM IN AFAR IS ALSD NOT WISE FROM THE POIMNT OF WIEW OF ETHMIC POLITICS ... Q
[13.7759] I TALKED ABOUT A CITY MAMED AFAR THE OTHER DAY IM A SPEECH I GAWVE IM CLEVELAND ... Q
4. [12.0853] IM GOING TO TELL ¥OU THE STORY OF A NORTHERM IRAQL CITY CALLED AFAR ... '&

e

[57] MAIN 1. [26.0614] THE SYMPOSILUM WILL TAKE PLACE IN FURAL IV FHE MAIV PURPOSE OF THE TAf CONFEREMCE SERIES IS TO BRIM

. [26.0614] THE SYMPOSIUM WILL TAKE PLACE IN FUREY IV THE MATV PURPOSE OF FTHE TAL CONFERENCE SERIES IS TO BRIMC

OTHER. RESULTS

[33.7024] Q A CALL FOR PAPERS IS TAKIMNG PLACE FOR THE 27 IVIERAM FIONAS COMERENCE ...

[31.661] Q TAL COMFEREMCE 2006 AT THE MIMISTRY OF COMMUMNICATIONS EXPERT SYSTEM AT THE WORKSHOP TAKIMNG PLACE IN BOLOGMNS WITHIM TH
[30.5202] Q WITH THE AMD SORTED THROUGH & TN WHATS TAKING PLACE IN THEIR CONTIMNENT AMND HAWE BEEM ATTEMTIVE ...

[30.6709] '& THE MAIN PLRPOSE OF FHE FAL COMFEREMCE SERIES IS TO BRIMG TOGETHER DO WE FULLY UMDERSTAMD THE CHAMGES WHICH ARE TAKIM
[30.2252] Q THERE I5 & PHILOSOPHICAL DEBATE TAKING FLACE IM THE ...

[29.5784] '& 15TH APRIL 2006 THE 10TH IINTERMATIOMNAL COMFEREMCE OF ISSED TAKIMG PLACE TN MALTA ...

[29.4403] g DOUBLETREE HOTEL AT WARREN PLACE IV CHANGES TAKING PLACE IN TODAYPS GLOBAL ...,
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How far can we go with this ?




ANSIWEN Prediction as text zooming: core steps

-

Document Construction:
Token set W
Seqt_ence set S 1

Ranking of sentences

a2

Extraction of AP-phrases 1

Ranking of AP-phrases

2

Shallow Answer extraction:
Only relevant so far for performing
evaluation of answer prediction

dNSWErS <




WDoclmEnt Constitiction/Representation

o —_—
SRSENENCES O SNIPpPELSHS: A'docUMENEIDNS represented by
SRINISEUESEIoN the fellewing elements:
= Only'very simpleflocal
HORENIZEr & sentence

ferkers
.‘-1: VI, j,g,

D={<w, a6, &, freqq (0, 0,,€)>,

freq (a),.,a)j,e) > 0,

SNEGIIECE global statistics 0<e<Y)

=

1 ifthe word w, is in S, at position k.

Otherwise. Length of the longest Sentence in D

— Word pair-distance
frequency (respecting All possible units |W|x|W][xY, [W|
order) relative small (N-snippets)

o len(S;)

freq(a)i’wj’g) = Z ZXsi(k—s)ijk

s=1 k=£+1




R EMKING ORSERtENCeS

. _._-'- ——
SRANTIELHX for each sentence:  ® FEiltering: ignore low
= frequent elements (=2

freq(,@,,6)  if i< ¢ ozl

M (S,) =1 freq(@;,@,,€) if j>i

0 otherwise S
To avoid bias of long sequences

of low correlated words

e s
i - =
e

e s

—

"
T o
— —

.'—-'--"_:'-‘r:‘mk(SS) IS given by the maximal elgenvalue of M:

-

rank(Ss)=A

max

1

This eigenvalue gives the amount of ,,.syntactic bonding
force' captured by the eigenvector related to A

(M(S,))

max*




RaKIiNGISEMtEnGes - Remarks

—— cmp—

SRREEVal of snippets isibiased by terms IATte query.

2 SrJa 9ets not only consists; of guery: terms, they also
corisists of arlrlenaed conretizl riferslEltlen

OIIANENKING Schnemal Identifies: strong syntactic
rmcca 5 in snlppets using them to rank the sentences

IIRUIENSHIPPELS
r\ _F gh ianked sentence not necessary contains query.

15 PUE might contain the answer

_'
— i

—-_-.' — - -

____rWhat IS the difference between this approach and a
= rankingi based on n-grams (e.g., ASKMRS
: — \We do not have any dependency on lengths
— We do not need to estimate back-off probabilities

— We do not have the problem that long sentences will tend to
have a lower rank than small sentences




DEtEinatoneRAP-phrases

SN EZRSEGUENCES, Off Pairs of woerds which occur withi a
riigr) freciuerey a1 (1Le,, Inl 2= seritened) =lfe arzl/s dF
IE/GIEd oIS, that Is) U AP=pIii&ses.

v

J Wo“'ré that do not have a strong relation with any other
WeRASIT S, are replaced with a ,*" -> defines cutting
IS ior sentences

= Poj
= & Example:
=, I'he president of France went on Holidays yesterday™

— ,The president of France * * on Holidays *"
— ,The president of France"®, ,,on Holidays"




Ranking o APEplirases

> For ezier] AP=phrase we combineits bi-gram statistics"( lobal context:
VIERSTIPPELS) With the rank of: its embedding sentence (local context)

)]
rank(v) = rank(S)* Z P(B,|B,_)
b=

P(B‘ B, )= log(jreq(B, ~1, B, ,))
b ! Ppy log( freq(B,_,))

L

Log reduces the trend to favor high frequent words.

Note:
an AP-phrase can be mapped to different rank values (if it is extracted from

different sentences) -> keep only the highest ranked one.




oW o' Meastrerthie; Quality of .an AP-phrase, 2
B\pEraphliaseto)a substiing

SRR ETIEMDEr:
aySelthe

I\
A AP=OglrE
OIRUIENGUENY OF an' eXact answer string

— 3:r~ caIIy e NEP components
— F ten @driven, language independent

N
ey
=

il

_W Bssiime that:
- —The distribution of answers in the ranking gives a
notion of the potential quality of the answer

~ prediction strategy
— Use the ranked AP-phrases for extracting exact answers
— Use simple answer extractors simulating a standard QA

—
__——




Shallew ARsSWerExtraction

e dEtermine EATL just be:lookingpupVin=forms

4 — KEyWords

ol
_L.’_

S Date Wann, When, Cuando, QUE ano,

Welchem Jahr, Que ano

= location Wo, Where, Donde, Onde

Person Wer, Who, Quién, Quem

——
— -
—=r

.u.' e

_-___- ’

jf :Second step, extract terms as exact answer candidates,
= basically
~— — * for query terms and ccw
— * for numeric characters (who)/ non-numeric (when)
— Who/when: Answers are terms separated by *
— Where: terms that match a location name in Wordnet
(via Babelfish)




XDERMERtS ™

SINGIEF 2004 corpus

= QA pairs from 1994/95 newspaper texts
sV hER/A RO ERE G UESHONE for 4 angUiages

2 30 Snippets and Google-API

—

BRIV Lypes of answers:
= ~ Exact Answer:
e Exact matching with the answer provided by CLEF.

Inexact Answer:

® Are not exact answers, but they are very close answers:
— WHERE: not only city name, country name is also correct.
— WHO: variants like ,G. Bush®, ,,George W. Bush".
— WHEN: ,6 1945%,"1945".

¢ Tnexact answers are important, because we aim for
assessing the quality of predicted answers.
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EXOEINENLS

o —

Results for each question t}'_pe over all languages.

CA Total MRR NAG(%) WAG(%) NAF(%) 1(%) 2(%) 3(%)

WHEN 218 0.60 25.11 10,96 21.46 35.16 5.02 1.8
WHERE 232 0.5V 10.77 24.14 20068 30.60 9.91 3.87
wHO 439 0.38 11.39 27.56 32.57 18.90 6.83 2.73

Distribution of answer candidates (all languages).

CA NAF(%) 1(%) 2(%) 3(%)

WHEN 33.82 55.42 T.91 2.54

WHERE J31.86 47.0015.23 5.95
WHO - 53.37 3097 11.19 4.47




EXPERMENIST

The results for the individual langnages.

CA(EN) Total MRR NAG(%) WAG(%) NAF(%) 1(%) 2(%) 3(%)
when 69 0.69 1569 15.69 17.65 45.10 3.92 1.96

where 64 0.74 7.51 12.5 15.62 53.12 10,93 0O
who 148 0.50 7.43  12.83  32.43 33.78 10.14 3.38
| CA(DE) Total MRR NAG(%) WAG(%) NAF(%) 1(%) 2(%) 3(%)

i
o]

_— Wann 58 045  36.20 12.07 27.59 2203 1.17 0
[ Wo as o 0.46 9.37 18.75 23.43 20.31 125 6.25

B CA(ES) Total MRR NAG(%) WAG(%) NAF(%) 1(%) 2(%) 3(%)

E = —
— il
= -

—
s =

= 5 —
=

= Cuando 59 055  16.64 11.86 23.73 32.2010.17 11.86

Dénde 63 059 1093 31.25 15.62 26.56 10.93 3.21
(Quién 86 0.27  9.65 40.68 28.96 11.72 6.21 2.75

CA(PT) Total MRR NAG({%) WAG(%) NAF(%) 1(%) 2(%) 3(%%)

Quando 56 0.04 30.76 12.30 4245 3.08 154 0O
Onde 47 0.18 10,93 25 20.31 10.93 1.56 4.68
(Quem 146 014 17.12 20.45 36.30 10.95 4.11 2.05




XDErMERts = Piscussion

SEENIENGIStribUtion of answers,gives the notien of‘thﬁualiw of the
ehkiapstrateay.

QU ESUISUO ot WEaVEM I thie same “way" for" all™kinds' of:
JUESHONS andllanguages:

BN OUESHGN types

SehiEishiallow nature of the answer extractors
SEiedundancy on the Web

== Different numbers of mentioning a term

T
Br——=_"

- o

a_&CarboneII:2004 report a MRR=0.447 for 296 English temporal

—— — dUestions for exact answer matching

o WWe conclude that our approach is at least competitive

e Experimental QA web system is online
— About 5-8 seconds/QA cycle




utire Woress

IERAFEMEMERt and bootstrappin_g
—~ plorlng user feedback

J r"; én @driven approach for answer extraction

= -“Explormg Genetic Algorithms”, Master Thesis by

=~ Figueroa submitted

—

-~ 8 Explore method of answer prediction for other
applications, e.g., clustering of sequences and
recognition of paraphrases




The End!

Thank you for your attention




