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Google Glass Project 

01.06.2012 

Presenter
Presentation Notes
As my teaser slide I will present a video of Augmented Reality Head Mounted Display (HMD). Probably most of you have watched this video. It is the Glass Project, a research and development project by Google.  The project begin testing on April 2012, and New York Times reported that the glasses would be available to the public by the end of this year. 



Motivation 

[1] [2] 
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Presentation Notes
Ok, lets go back to my topic. It would be really cool to drive our cars and give commands just with our thoughts, through some kind of neural interface, like Admiral Janeway flu her shuttle craft in the last episode of Star Trek Voyager. And to have a windshield display which will show us all kinds of information, from shortest routes, current speed, to who is in the car in front of us, and where is the nearest Starbucks. But those are dreams from the future, maybe some like the windshield display, from not so distant future, like Eric mention in his talk two weeks ago about Adaptive HUD, but they are still not real.



Motivation 

[3] 

Computer, show me 
the shortest route 

to Saarbrücken 

[4] [5] 

01.06.2012 

Presenter
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For now we can be happy to have other kinds of interfaces to interact with our car. Some cars have interfaces for posting tweets, recognizing the register number and check if person in front of you is your friend on Facebook, etc.. Navigation is already an old concept  However, the topic of my todays presentation is about in-car spoken dialogue system, where  the driver can give commands, for example: show me the shortest route to Saarbrücken, and the system can execute the command by showing the route on a navigation system. 



History 

• First in-car spoken dialogue systems (SDSs) in 
late 90s 

• Ways of adaptations: 
– The task demand of the user attention 
– Influence of age on user behavior 
– User preferences 
– Clarification of dialogues 
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The first in-car spoken dialogue systems (SDSs) appeared in the late nineties, and since than a great deal of research has been carried out to make these systems adaptable. The adaptation of the systems has gone in many direction: the task demand of the user attention, influence of age on user behavior, user preferences, clarification of dialogues, etc..



User experience 

[6] 

[7] 

Inexperienced 

Experienced 
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But a dialogue system that behaves in the same way for all users, in spite of their different degree of experience, will, for neither of them, be a truly usable interface. Users who have little or no experience with a dialogue system have different priorities and needs than the experienced ones. Systems should be able to recognize the degree of experience of the user and adapt to it. In this presentation I am going to talk about method for building a dialogue system in an automotive environment that classifying the users with respect to their system expertise and automatically adapts. 



Adapting techniques 

• Adapting the dialogue strategy 
• Adapting functional range 
• Adapting the content of the system prompts 

– Lack of research on this issue 
– Traffic must be at the forefront of drivers’ 

awareness 
– Speech dialogues in automotive are very 

restricted  
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Adaptation of the spoken dialogue systems can be carried out in many different ways, like, adapting the dialogue strategy, adapting functional range, adapting the explicitness of the systems prompts, etc. The researches on this paper choose to adapt the content of the system prompts as users become more experienced with the different system features. This is not the only way for adapting the system on the basis of user models fmany reasons. One is the lack of research on this issue for the automotive environment, another is the traffic must be at the forefront of driver’s awareness, the Speech dialogues in automotive are very restricted, unlike the one in telecommunication applications, the authors of the paper I am presenting decided to address specifically this issue.



Outline  

• Motivation 
• Classification of the users 
• Adaptation of user prompts 
• Evaluation 
• Related work 
• Conclusion 
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This was my motivation. Next I will talk about the Classification of the users. 



Classification of the users 

[6] 

[7] 

Novice 

Expert 

- Tutorial 
- Detail confirmation of the actions 

 

Accomplish tasks quickly – 
Little or no guidance –  

Short or no confirmation prompts –   
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The main goal of this work is to increase the user satisfaction and efficiency with the speech interface. In order to achieve this goal, the authors take into account the experience of the users with Spoken Dialogue Systems. Lets go back to the picture with the two types of drivers. Currently their speech interface uses two categories of users, novice and experts, but the concept is open for including intermediate ones. The Authors believe that novice need a kind of tutorial to learn how the system works, because they know very little about it. Therefore a detail confirmation of the actions triggered by their voice commands will be of a great help.On the other side, they assume that the experts want to accomplish their task quickly and straightforwardly, that’s why such users need little or no guidance and the confirmation should be short of could be left out completely



Calculating the user category 

 User model                           Weight vector     
       𝑈𝑈                                            𝑈𝑈𝐺  

 
 
 
 
 

∆𝑈𝑈 

Expert … Novice 

Comparison function 

∆𝑈𝑈 
Rich-Heurism 
To avoid chance 

assignments 

Threshold value S, depending on:  
• Elapsed time since the last interaction 

(forgetting curve) 
• Function family (learning by analogy) 
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In order to calculate the user category, they use comparison function which takes three values as input: the scalar product   𝑈𝑀  .   𝑈𝑀  𝐺  =  ∆ 𝑈𝑀 , the threshold value S, and a heurism to avoid chance assignments.  We will get back to this slide later. 



User Model 

Parameter Meaning 
# Help request h Users  asked for general information about the system 
# Option requests, o Users asked for the currently available voice commands 
# Timeouts, t The ASR did not get any acoustic signal (>5 s pause) 
# ASR-failure, e The system could not understand the users’ input, 

e.g. OOV words or unintelligible speech 
Onset time, 𝑇𝑚 Users need more than 3 s to start answering 
Table 1 Parameters for calculation of 𝑈𝑈 

• Vector 𝑈𝑈  
• Parameters (h, o, t, e, 𝑇𝑚) 
• Calculated for each task separately 
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First lets clarify what is User Model and how it is calculated. The user model in this specific system is calculated in terms of a vector UM using the parameters shown and explained in following table. It is important to be mention that the user model is calculated for each task separately. Therefore a use can be expert at telephone tasks (e.g. dialing a phone number) but novice at navigation tasks. 



Calculation of User Model - example 

𝐏𝐏𝐏 𝐁𝐁𝐁𝐁𝐁𝐁  

h = 0 
o = 0 
t = 0 
e = 0 
𝑇𝑚 = 0 
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Lets give an illustrative example of the calculation of the User Model vector UM. From one side there is the User and from the other side there is the SDS.First the parameters, or the components of the User Model vector are initialized on 0. And in time we will see them changing. The user activates the SDS by clicking on the PPT Button.



Calculation of User Model - example 

“Speech input.” 
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Presentation Notes
Than the system start speaking with the phrase “Speech input”.



Calculation of User Model - example 

𝐔𝐁𝐔𝐁𝐁𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔  

(1) e = e + 1 
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The user starts talking something which is unintelligible for the system. The parameter for ASR-failure, e which indicates that The system could not understand the users’ input, increases for one. 



Calculation of User Model - example 

“Pardon me?” 

(1) e = e + 1 
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Presentation Notes
The system response “Pardon Me?”



Calculation of User Model - example 

𝐔𝐁𝐔𝐁𝐁𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔  

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
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Than the user again speaks something unintelligible. But first he needs more than 3 seconds to start answering, so the Onset time value increase and as well as the ASR-failure value. 



Calculation of User Model - example 

“I couldn’t understand 
you. Choose a Radio 

Frequency, Station or.. 

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
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Presentation Notes
Then the systems response with “I couldn’t understand you. Choose a Radio Frequency, Station or..”



Calculation of User Model - example 

𝐔𝐁𝐔𝐁𝐁𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔  

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
(3) e = e + 1 
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Than the system again cannot understand the user. The ASR-failure value increases. 



Calculation of User Model - example 

“I couldn’t understand 
you. Speech input turned 

off.” 

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
(3) e = e + 1 
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And the system turns off. 



Calculation of User Model - example 

𝐏𝐏𝐏 𝐁𝐁𝐁𝐁𝐁𝐁  

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
(3) e = e + 1 
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The user tries again. He clicks on the PPT Button. 



Calculation of User Model - example 

“Speech input.” 

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
(3) e = e + 1 
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The system activates again. 



Calculation of User Model - example 

𝐏𝐏𝐁𝐏𝐔  

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
(3) e = e + 1 
(4) t = t + 1 
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Presentation Notes
The user did not speak anything for 5 seconds. The timeout value increases. 



Calculation of User Model - example 

“I couldn’t hear you. 
Please repeat.” 

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
(3) e = e + 1 
(4) t = t + 1 
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The system response with “I couldn’t hear you. Please repeat”.



Calculation of User Model - example 

“Options.” 

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
(3) e = e + 1 
(4) t = t + 1 
(5) o = o + 1 
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Then the user finally says Options. Now the parameter of Options requests, o increases for one.



Calculation of User Model - example 

“You can say: Choose 
Frequency, choose 

Station…” 

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
(3) e = e + 1 
(4) t = t + 1 
(5) o = o + 1 
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The system now lists the available options to the user. 



Calculation of User Model - example 

“Choose 
Frequency.” 

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
(3) e = e + 1 
(4) t = t + 1 
(5) o = o + 1 
(6) 𝑇𝑚 = 𝑇𝑚 +1 
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Now the user says the right command, but he needs more than 3 seconds to do it and the Onset time Tm rises. 



Calculation of User Model - example 

“Which frequency do you 
want?” 

(1) e = e + 1 
(2) e = e + 1, 𝑇𝑚 = 𝑇𝑚 +1 
(3) e = e + 1 
(4) t = t + 1 
(5) o = o + 1 
(6) 𝑇𝑚 = 𝑇𝑚 +1 

𝑈𝑈𝐶𝐶𝐶𝐶𝐶𝐶 𝐹𝐹𝐶𝐹𝐹𝐶𝐹𝐹𝐹= [h, o, t, e, 𝑇𝑚] = [0, 1, 1, 3, 2] 
01.06.2012 
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The system asks again a question. Finally the User Model vector for the task “Choose Frequency” is now calculated. The vector is 0, 1, 1, 3, 2. 



Weight vector 

• 𝑈𝑈𝐺  represents 𝑈𝑈 by weights to tell the user 
experience 

• Overall score (User status) is the sum of weighted values  
• ∑ 𝜈𝐺𝑖 = 1𝐹

𝑖=1  for each 𝜈𝐺𝑖  in 𝑈𝑈𝐺  
– initially 𝜈𝐺𝑖  = 1

𝐹
 

• Multi linear regression of: 
– The user status as independent variable 
– Recorded components of 𝑈𝑈 as independent variable[16] (Hassel 

2006)  
• Example: 

– 𝑈𝑈𝐺 = 𝜈𝐺ℎ = 0.17 𝜈𝐺𝑜 = 0.22 𝜈𝐺𝑡 = 0.16 𝜈𝐺𝑒 = 0.45  – reference system 
– 𝑈𝑈𝐺 = 𝜈𝐺ℎ = 0.12 𝜈𝐺𝑜 = 0.25 𝜈𝐺𝑡 = 0.13 𝜈𝐺𝑒 = 0.50  - prototype 
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The weight vector   𝑈𝑀  𝐺  represents how much each component of  𝑈𝑀  can tell about the user experience with the system. The idea goes back to the assessment theory of Multi-Attribute-Utility-Theory for products where the overall score of a product is the sum of weighted values of the evaluated product attributes. In our case the product is the user status and the attributes are the components of  𝑈𝑀 . The sum of every component  𝜈  𝐺 𝑖   in   𝑈𝑀  𝐺  has to be equal to 1. For usability tests, they assumed that every component of   𝑈𝑀  𝐺  is equally good for predicting the user status. Thus every  𝜈  𝐺 𝑖   =  1 𝑛 .Here is an example for calculating the weight vector for the two systems compared in this paper. The reference system and the prototype. We will talk about the reference system and the prototype later. As you can see the values are much the same. The result can be interpreted as an evidence that the components are equally predictive of the user status quite independently of the SDS design. 



Calculating the user category 

 User model                           Weight vector     
       𝑈𝑈                                            𝑈𝑈𝐺  

 
 
 
 
 

∆𝑈𝑈 

Expert … Novice 

Comparison function 

∆𝑈𝑈 
Rich-Heurism 
To avoid chance 

assignments 

∆𝑈𝑈> s ∆𝑈𝑈≤ s 

Threshold value S, depending on:  
• Elapsed time since the last interaction 

(forgetting curve) 
• Function family (learning by analogy) 

s = s - 𝛿 

s = s + 𝛿 
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Lets go back on Calculating the User Category. We said that in order to calculate the user category, there exits a comparison function which takes three values as input: the scalar product   𝑈𝑀  .   𝑈𝑀  𝐺  =  ∆ 𝑈𝑀 , the threshold value S, and a heurism to avoid chance assignments.  We showed what is a User Model, how to calculate it, and what is weight vector and its calculation.If the product   ∆ 𝑈𝑀  is grater than the threshold s, than the user behaves as a novice, if  ∆ 𝑈𝑀  is smaller or equal than s, he behaves as an expert. The size of s is twice the value of the least component of   𝑈𝑀  𝐺  and it also depends on two factors: First the time characteristics of the interactions. People tend to forget newly acquired knowledge rapidly, unless the revise it frequently, until it becomes part of long-term memory.  The more time elapses since the last interaction the faster the users are assigned novice status, s is reduced and becomes s - 𝛿 where 𝛿 is some factor. Second the people’s ability to learn by analogy.  If the user knows how to operate tasks from a certain family, then the value of s becomes s + 𝛿 when classifying the users for a new function from that family so that he becomes an expert faster for that function. A heuristic make sure that wrong category assignments are avoided.  The rule is that the comparison function has to yield three times the same result for a certain task before users are assigned another category, that way the probability that the system assigns users to a category by chance is minimized. 



Outline  

• Motivation 
• Classification of the users 
• Adaptation of user prompts 
• Evaluation 
• Related work 
• Conclusion 
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Adaptation of the users prompts 

• Explicitness 
 Utterance type Novice Expert 

Opening/closing U: <PTT> (Action-directive) 
S: Speech input <Tone A>/Speech input 
terminated <Tone B> 

U: <PTT> 
S: <Tone A>/<Tone B> 

Signal understanding U: Play CD. (Action-directive) 
S: CD is being played. 

U: Play CD. 
S: <Music is heard> 

Signal understanding 
   (+ Open-option) 

U: Entertainment. (Action-directive) 
S: Entertainment. Say AM, FM, CD or DVD 

U: Entertainment. 
S: Entertainment.  

Assert U: Destination input. (Action-directive) 
S: This task is currently not available 

U: Destination input 
S: Currently not available.  

(Assert +) Action-
directive 

U: Select CD. (Action-directive) 
S: CD slot is  empty. Insert a CD. 

U: Select CD. 
S: Insert CD. 

(Signal non-
understanding +) 
Action-directive 

U: <Not recognized> 
S: I could not understand you, repeat. 

U: <Not recognized> 
S: Pardon me? 

01.06.2012 
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The difference between system prompts for novice and for experts is mainly their explicitness. For novice the SDS mentions the available voice commands without waiting for users to ask, while the experts have to explicitly ask for them.  In this table are shown some differences between the explicitness of the systems’ output for Novice and Expert. 



Outline  
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Evaluation – test design 

Prototype Reference system 

BMW 7 Series BMW 5 Series 
[8] [9] 
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In order to evaluate the system with prompt adaptation discuss till now, against a reference system, they used two test series of BMW. They deploy the prototype on the BMW 7 Series iDrive and for the reference system they used a BMW 5 Series. 



Evaluation – test design 

• BMW iDrive 
• PARADISE evaluation framework 
• Real driving conditions 
• 30 males and 14 females 
• 22 subjects for each system 
• Driving part (30-40 min) and questionnaire 
• No one has used the systems before 
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As I said, they used BMW iDrive system. For the evaluation they used the PARADISE evaluation framework. All the tests are conducted in a car under a real driving conditions. Between subject testing they had total of 30 males and 14 females, or 22 subjects for each system. The test consists of driving part and questionnaire and non of the subjects has used the system before. 



BMW iDrive 

• Keep track of all important things 
• Intuitive way of control 
• Since 2001 
• Configured for 3000  
words and phrases 
• Available in several  
languages 
 

[10] 

[11] 

[15] 

01.06.2012 

Presenter
Presentation Notes
Something about the BMW iDrive system. It is design to Keep track of all the important things. The iDrive system from BMW gives the driver complete control over many of the vehicle’s functions while allowing him to concentrate on the road. iDrive is the easiest and most intuitive way to control entertainment, information, communication and navigation functions. The control element was developed according to the most modern biometric principles. It’s easy to use and can be operated with one hand without needing to see what you’re doingThe first generation of iDrive came out in 2001 and was based on Microsoft Windows CE for Automotive. It is configured for 3000 words and phrases and it is available in several languages. In this evaluation the authors used German as a test language. 



PARADISE evaluation framework 

• Maximizing the tasks performance  
– Maximize the task success (Kappa coefficient - 𝑘) 
– Minimizing the cost (c)  

• User satisfaction 
– 𝑈𝑈 = 𝛼 × 𝑁 𝑘 −  ∑ 𝑤𝑖 × 𝑁 𝑐𝑖𝐹

𝑖=1  
• 𝑤𝑖  and 𝛼 are model parameters 
• N() normalizing function 
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To assess the test results the authors used the evaluation framework PARADISE that was developed for information dialogues. The method argues that maximizing the task performance means to maximize the task success, which is measured with Kappa coefficient, and to minimize the cost. For cost factors a usual metrics are used. Described in Larsen (2003a) and NIST(2001). Achieving the dialogue goal of having a high performance should result in a high user satisfaction. Therefore the performance can be expressed as user satisfaction. It is possible to predict the user satisfaction of future interaction with the following formula, where  𝑤 𝑖  and 𝛼 are the model parameters and N() is function that normalizes the values to z scores. K and c are the kappa coefficient and cost factor. 



Evaluation – test tasks 

Task 1:  Choose frequency 93.3 
Task 2: Choose station Bayern 5 
Task 3:  Play title number 4 of the current cd 
Task 4: Activate traffic program 
Task 5: Dial a phone number 
Task 6: Dial a name from the address book 
Task 7: Display the navigation map 
Task 8: Change the map scale to 100m 
Task 9: Change the map style (north, driving, arrows) 
Task 10:  Choose an arbitrary frequency 
Task 11: Choose an arbitrary station 
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For the driving part the subjects were asked to complete 11 representative tasks that are usual in the driving environment, but do not belong to the driving task. E.g. Choosing a radio frequency, dialing a telephone number and changing the map scale. 



Evaluation -  prototype vs. reference 

Measure Prototype Reference System 
ASR-failures per task 1.2 times 1.6 times 
Timeouts 2 times more / 
Requested options and help / 2.5 times more 
Commands uttered too soon 12.5 times more / 
Turns to complete task 6.8 turns 8.4 turns 
Average time to complete task 40.7 s 60.4 s 
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Here is the summary of the evaluation results for the prototype and the reference system. ASR-failures per task and user in the prototype happened 1.2 times and 1.6 times in the reference system. The timeouts were two times more frequent than in the reference system In the referenced system users requested 2.5 times more options and help than in the prototype. The main reason for this differences was that the prototype test subjects were less confused about what to say next, which confirms the benefit of telling novices the available commands. Commands uttered too soon were 12.5 times more frequent in the prototype than in the reference system.  In the reference system testers needed on average 8.4 turns to complete a task and testers of the prototype 6.8 turns. The test subjects on the reference system needed on average 60.4 s to complete a task, and test subjects of the prototype 47 s. 



Evaluation – user satisfaction 

• 6 questions with grades (0 lowest, 4 highest) 
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Task Complete? 

Reference System (A) Prototype (B)

• I could complete all tasks without 
problems? 

• I find the system easy to use? 
• I got frequently upset during the 

test? 
 

• I would recommend the system” 
• I really want to have such a system 

in my car? 
• I find the system very useful? 
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Reference System (A) Prototype(B)

Presenter
Presentation Notes
For the task completion they defined three categories: the user completed the task alone “Yes”, the user completed the task with help, “Partly” and the user couldn’t complete the task “No”. On the charts can be seen that the users rated both User Satisfactions  better for the prototype than for the reference system irrespective of the task completion category. 
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Virtual Intellectual Co-Driver - VICO 

• Robust speech technology 
• User- and situation-adaptive intelligent 

dialogue strategies 
• User-friendly, comfortable, efficient and safe-

to-use vocal interfaces 
• User acceptance and satisfactions 
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I will shortly introduce another automotive Spoken Dialogue System called the VICO project (Virtual Intellectual Co-Driver). As I mention in my motivation about the adapting techniques, this system uses user and situation adaptive intelligent dialogue strategy.The overall objective is the creation of a conversational speech interface allowing natural, user-friendly, safe andcomfortable communication with a virtual co-driver under adverse conditions in an automotive environment. I must point out that from the paper I reed, the system was not actually built, but it was tested on a Bosch driving simulator using Wizard-of-Oz testing environment. 



VICO – dialogue example 

User: “VICO!” 

System: “Yes Please” 

User: “I’d like to see  the movie ‘What woman want’ tonight.” 

System: “In which city would you like to see the movie?” 

User: “In Stuttgart” 

System: “In Stuttgart ‘What woman want’ is shown at the movie theaters Europa 
and Gloria. Which one would you prefer?” 

User: “That depends on the starting times. I’d like to go at around 8 p.m.” 

System: “The Gloria starts at 7.45 p.m., the Europa at 8.15 p.m.” 

User: “Then I’d rather go to the Europa theatre.” 

System: “Do you want me to make a reservation for you?” 

User: “Yes if its possible. I need two tickets.” 

System: “One moment please… Two tickets will be reserved for you. They have to 
be picked up until 8 p.m.” 
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In this table is shown an example dialogue from the experiments they did. As you can see the dialogues are pretty natural. The system response like a human being. Actually 9 out of 10 test subjects at the end answered that they had a feeling that they have been talking to a human being, instead of virtual co-driver. 
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Conclusion 

• Adaptation contribute to improve usability 
– Good for learning the system 
– Tedious for long run 

• Extended  prompts could lead to less 
straightforward manner of operation 

• Better user satisfaction and cost factors  
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Presentation Notes
The comparison between the prototype and the reference system showed that adaptation contributed to improve the usability. All subjective and nearly all objective measures were better for the prototype. While users who could not try adaptation were skeptical about it, the ones that did try wanted to have that feature afterwards. In general, users found the enumeration of the available options a good means to learn the system, but in log run the enumeration would be a tedious. Therefore the prototype testers approved the adaptation, because they know they can ask for options and help any time. On the other hand, there is evidence that prompts for novices in the prototype could lead users to operate the system in a less straightforward manner than in the reference system because they did not use shortcuts, or they kept navigating through the menus. However, long-term evaluation have to be performed to investigate if the experts will change their habits and learn the shortcuts. Or in general what will be the benefit of the proposed features over time.  The user satisfaction with the prototype and the cost factors (objective) measures were better for than the reference system. 
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• Some backup slides follow: 
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Why did it take the user in the analyzed dialogue 
about 65 seconds to complete the task? 

• Main reason: user is novice 
 User: < presses PTT > (1) 

System: “Speech input.” 

User: < Pause > (2) 

System: “I could not understand you. Please repeat.” 

User: < Speaks too soon> “Change:” < pause > “Oh! Ehh options” (3) 

System: “Board information”. < End of speech input > 

User: < presses PTT > (4) 

System:  “Speech input” 

User:  “Options” (5) 

System: “Options. Say board computer, travel board computer …” 

User: “Eeeehhh? Map style” (6) 

System “Map style. Please choose a style.” 

User:  “Options” (7) 

System: “Options.  Choose a map scale, for example: ‘scale 5 km’, or say: map style north, map style driving or map 
style arrows” 

User: “Map style driving” (8) 
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Presentation Notes
Usually it will take the user about 5 seconds to change the map style uttering a voice command.  But “Why did it take the user in the analyzed dialogue about 65 seconds to complete the task?”



Evaluation – Test Task Example 

• Dialing a telephone number 

Main 
Menu Phone 123 123 

456 

123 
456 
789 

“Telephone” “Dial Number” “123” “456” “789” 

[12] 
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Presentation Notes
SDSs for the car environment offer users a broad spectrum of tasks. For example Dialing a Phone number.The type of task can be represented by a directed, connected graph with marked and unmarked nodes, through which users navigate and where the task is completed after they reach the desired node. The edges represent transitions due to user utterances, and the nodes represent states of that dialogue space. Unmarked nodes are transitional states, where marked nodes are the goals of the user. In this example the user navigates to the node Dial Number, where he is asked to enter a phone number. The sub dialogue entering a phone number is displayed inside the node Dial Number. 
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